
Searches for new 
physics with 

multijet events 
at CMS
Maurizio Pierini 

CERN

1



In a hadronic environment there are 
easier things than jets to deal with 
(e.g., isolated leptons or photons) 

On the other hand, anything else 
than jets is expensive (low BRs and/
or acceptance). A large fraction of 
the signal (e.g., signals with W or Z) 
could be hiding in multijet events 

Even in events with leptons, the 
signal vs. bkg discrimination could be 
in the jet kinematic and jet 
properties  

LHC detectors+theory progresses  
made our life easier: jet physics is 
now a kind of precision physics 

After all, once we know our detector 
and we apply some cleanup, life is not 
that hard…

LHC and Jet Physics
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4 4 Search for Resonances

Figure 1: Dijet mass spectrum from wide jets (points) compared to a smooth fit (solid) and
to predictions [29] including detector simulation of QCD and signal resonances. The QCD
prediction has been normalized to the data (see text). The error bars are statistical only. The
shaded band shows the contribution from the systematic uncertainty in the jet energy scale
(JES). The bin-by-bin fit residuals (“data-fit/error”) are shown at the bottom.

Figure 2: The bin-by-bin fit residuals (“data-fit/error”) from wide jets compared to simulated
signal resonances. The error bars represent statistical uncertainties only.

Multijet events provide complementary information 
(e.g. strongest limits with less integrated luminosity) 

Often, jets are important for S vs. B discrimination 
even in presence of leptons (e.g., stop searches)

The Advantages

Jets are the way to go (e.g. DM 
search with monojet) 

bottom line, keeping an inclusive 
approach cannot be worse, 
particularly when it is not 
exactly clear what to look for ]2 [GeV/cχM
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Figure 2: The invariant mass spectrum of µ+µ� (top) and ee (bottom) events. The points with
error bars represent the data. The histograms represent the expectations from standard model
processes: Z/g⇤, tt and other sources of prompt leptons (tW, diboson production, Z ! tt),
and the multi-jet backgrounds. Multi-jet backgrounds contain at least one jet that has been
misreconstructed as a lepton.
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Three examples of interesting/challenging/new 
things that we did with jets during Run1 and we 
should keep doing (possibly even better) for 
Run2  

DATA SCOUTING: Dijet resonance searches 

JET SUBSTRUCTURE: search for heavy 
resonances decaying to WW/WZ/ZZ searches 

JET KINEMATIC VARIABLES: susy search as 
a bump hunt with razor

Three examples 
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The high rate: at high peak luminosity the 
LHC is a “junk” maker. This is why we have a 
trigger system. Easy with rare objects (e.g. 
e,μ). When you want to look at jets and all 
you get is jets, you need to make choices 
that come with a price 

The majority of the high-pT LHC events come 
with jets. Everything is a background to deal 
with  

Jets are not only a way to reconstruct 
quarks & gluon. A jet could come from 
boosted W,Z,H,top with overlapping 
daughters. New opportunities, which come 
with new needs (good granularity to resolve 
the substructure) 

Needed “Tools”

Particle Flow

Kinematic 

Trigger
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Hardware L1 trigger 
interfaced to the detector 
(standard) 

No L2/L3 trigger. Instead, 
software-based trigger 
running on PC farm 

Running online a faster 
version of the offline 
reconstruction 

In principle (and in practice) 
one could run the analysis 
selection online 

This is what we do to keep 
the analyses as loose as 
possible

The CMS Trigger

Tb/s. The collection of the readout and filter systems will form a large, het-
erogeneous distributed computing environment representing a challenge for
today’s software technology. The design and development of support software
for moving data, controlling and monitoring the DAQ elements, as well as
software to perform the HLT, uses modern object oriented technologies, and
high-performance clustering techniques, to produce a system which is at the
same time flexible and efficient, and that can be maintained and expanded
over the long expected lifetime of the experiment.

The architecture of the CMS DAQ system is shown schematically in Fig. 1.
Detector front-end electronics is read out in parallel by multiple units that
store the data in deep buffers. These buffers are delivered to the processors in
the HLT farm by a switched network under external flow control. A Control
and Monitor System is responsible for the configuration, control and monitor
of the DAQ elements. The Computing Services provide data monitoring and
storage at the interface of the DAQ with the offline environment.
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Figure 1. The CMS DAQ baseline architecture. Two views of the system are represented
here. On the right-hand side is the standard event builder network. This is the ”Readout
Unit Builder”. The left picture shows a schematic of the multiple RU builders and the way
they are connected to the Front-Ends via a small switch (8x8) which routes each event to
the appropriate RU Builder.

The frontend stores data from detector electronics for each beam crossing.
About 1,000 frontend modules are read out by 500 Readout Columns for
each Level-1 accept. Each Readout Column contains a number of Front-
End Drivers (FED), and one Readout Unit (RU). The latter is responsible
for data buffering and interfacing to the switch. The Filter Systems execute
the High-Level Trigger algorithms to select events to be stored for off-line

ComoEM: submitted to World Scientific on January 7, 2002 2

~ 350 Hz of physics 
taken and reconstructed 
~ 600 taken and parked 

for next year (not 
enough CPU @T0)
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Combine the information 
from all detectors to 
reconstruct single 
particles 

Provides lists of 
particles (e,m,g, 
charged and neutral 
hadrons) 

Improves HCAL 
resolution with tracker 

Replace the HCAL 
granularity with 
tracker granularity 
(important for jet 
substructure)

Particle Flow
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dijet Resonance 
Searches



Select two jets at large pT, regardless of the rest of 
the event 

Look for a bump on a falling invariant-mass spectrum 

The Fastest LHC Search

Mass resolution is not that good even at gen level 

At large pT, quarks and gluons radiate and make it worse 

The dijet rate is very high at trigger level. Cannot look 
for light resonances with small cross sections

Easy to say

But life is harder than that
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Hard radiation happens at small 
angles  → The radiated q/g should 
produce a jet nearby 

One could use a larger cone  

Or try to recover the radiation 
looking for a jet nearby. We added 
to the initial jet all the jets within 
ΔR=1.1 and pT>40 GeV (PU is a 
problem for softer jets) 

A better solution would be an anti-
kT clustering of the clustered 
jets, infrared safe (working on 
that) 

Peaks moves at the right place. 
Resolution improves (particularly 
for gg resonances, as gluons 
radiate more)

The “wide” jets
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Figure 4: Simulation of the expected dijet mass distributions in the CMS detector from a narrow
2.0 TeV resonance of type quark-quark (solid), quark-gluon (dashed), and gluon-gluon (dotted)
using wide jet reconstruction, and of type gluon-gluon using anti-kT jet reconstruction with
distance parameter R = 0.7 (dot-dash).

resonances from the process G ! qq̄ [11], qg resonances from q⇤ ! qg [6], and gg resonances
from G ! gg [11]. The increase of the width of the measured mass shape and the shift of the
mass distribution towards lower masses are enhanced when the number of gluons in the final
state is larger, because QCD radiation is larger for gluons than for quarks. The distributions
in Fig. 4 are generically valid for other resonances with the same parton content and with a
natural width small compared to the dijet mass resolution, and are examples of the shapes we
use to set limits on dijet resonances. Wide-jet reconstruction gives a little better resolution than
AK7-jet reconstruction, as shown in Fig. 4 for gg resonances. There is no indication of narrow
resonances in our data, as shown in Figs. 2 and 3.

We use the dijet mass data from wide jets, the background (QCD) parameterization, and the
dijet resonance shapes to set specific limits on new particles decaying to the parton pairs qq
(or qq̄), qg, and gg. The dominant sources of systematic uncertainty are the jet energy scale
(2.2%), the jet energy resolution (10%), the integrated luminosity (6%), and the statistical un-
certainty on the background parameterization, which are all considered nuisance parameters.
For setting upper limits we use a Bayesian formalism with a uniform prior for the signal cross
section [23]. To incorporate systematic uncertainties we use a fully Bayesian treatment, inte-
grating the likelihood over these nuisance parameters. We calculate the posterior probability
density as a function of resonance cross section independently at each value of the resonance
mass. Table 1 lists the generic upper limits at the 95% confidence level (CL) on s ⇥ B ⇥ A, i.e.
the product of the cross section (s), the branching fraction (B), and the acceptance (A), for the
kinematic requirements |Dh| < 1.3 and |h| < 2.5, for qq, qg, and gg resonances. The acceptance
for isotropic decays is A ⇡ 0.6 independent of resonance mass. The observed upper limits in
Table 1 can be compared to predictions of s ⇥ B ⇥ A at the parton level, without any detector
simulation, in order to determine mass limits on new particles. In addition to these observed
upper limits, we also calculate the expected upper limits using pseudo-experiments: searches
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Figure 3: The event with the highest invariant mass: 3D view (left) and 2D view (right). Three
distinct particle-flow jets are observed. The two lower pT jets have been combined by the wide
jet algorithm into a single jet. The invariant mass of the two wide jets is 4.5 TeV.

same type of partons and with a natural width small compared to the dijet mass resolution, and
are examples of the shapes we use to set limits on dijet resonances. It has been verified from
MC studies that the dependence of the signal mass shapes on the number of pileup interactions
is negligible.

The two upward fluctuations at dijet masses of 1.9 and 3.5 TeV are not significant enough to
claim the evidence of narrow resonances in the current data sample. We proceed to set upper
limits on the cross section of new physics processes.

5 Limits

We use the dijet mass spectrum from wide jets, the background parameterization, and the dijet
resonance shapes to set specific limits on new particles decaying to the parton pairs qq (or qq̄),
qg, and gg. The dominant sources of systematic uncertainty are the jet energy scale (1.25%) [23],
the jet energy resolution (10%), the integrated luminosity (4.4%) [33], and the statistical uncer-
tainty on the background parameterization, which are all considered nuisance parameters. The
systematic uncertainties included in this analysis usually modify the lower limit on resonance
masses by a few tens of GeV or less depending on the model.

For setting upper limits we use a Bayesian formalism [34] with a uniform prior for the positive
signal cross section and zero otherwise; log-normal priors are used to model systematic uncer-
tainties, which are marginalized as nuisance parameters. We calculate the posterior probability
density as a function of resonance cross section independently at each value of the resonance
mass. In order to achieve proper coverage for the credibility intervals in the presence of a sig-
nal that is not yet strong enough to be observed, the data are fit to the background function
plus a signal line shape with a non-negative cross section as a free parameter. The resulting
fit function with the signal cross section set to zero is used as the background hypothesis. The
uncertainty on the background is incorporated by marginalizing over the background-fit pa-
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when the radiated jet is 
missed, the mass is 
underestimated and the 
signal event moves to a 
higher-background bin
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8 TeV Results

the limit 
depends on the 
final state, as 
the peak is 
wider when more 
gluons (more 
radiation) in 
final state



Results vs Time
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new gauge bosons W 0 and Z0 [9], and Randall-Sundrum gravitons [8].
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conducted on random samples of events generated from our smooth background parameter-
ization. The use of wide jets instead of AK7 jets improves the expected upper limits on the
resonance cross section by roughly 20% for gg, 10% for qg, and 5% for qq resonances.
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Figure 5: The 95% CL upper limits on s ⇥ B ⇥ A for dijet resonances of type gluon-gluon (open
circles), quark-gluon (solid circles), and quark-quark (open boxes), compared to theoretical pre-
dictions for string resonances [3], E6 diquarks [5], excited quarks [6], axigluons [8], colorons [9],
new gauge bosons W0 and Z0 [10], and Randall-Sundrum gravitons [11].

Table 2: For each model we list the observed and expected upper values of the excluded mass
range at 95% CL. The lower value of the excluded mass range from this search is 1 TeV.

Model Excluded Mass (TeV)
Observed Expected

String Resonances 4.00 3.90
E6 Diquarks 3.52 3.28

Excited Quarks 2.49 2.68
Axigluons/Colorons 2.47 2.66

W’ Bosons 1.51 1.40

In Fig. 5 we compare the observed upper limits to the model predictions as a function of reso-
nance mass. The predictions are from lowest-order calculations [24] of the product s ⇥ B ⇥ A
using CTEQ6L1 parton distributions [19]. New particles are excluded at the 95% CL in mass re-
gions for which the theory curve lies above our upper limit for the appropriate pair of partons.
We also determine the expected lower limit on the mass of each new particle by comparing the
expected cross section limits to the model predictions. An example of the expected limits is
shown in Fig. 6 where for qg resonances we compare the expected limits and their uncertainty
bands to both observed limits and model predictions. Our search starts at a resonance mass
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Figure 5: The observed 95% CL upper limits from the high-mass analysis on s ⇥ B ⇥ A for dijet
resonances of the type gluon-gluon (open circles), quark-gluon (solid circles), and quark-quark
(open boxes), compared to theoretical predictions for string resonances [1, 2], E6 diquarks [3],
excited quarks [4, 5], axigluons [6, 7], colorons [8], s8 resonances [9], new gauge bosons W0 and
Z0 [10], and Randall-Sundrum gravitons [11].

previous exclusion of 0.5 < M(S) < 4.0 TeV [12, 13]. For excited quarks the expected lower
mass limit is 3.43 TeV and we exclude masses less than 3.19 TeV due to an upward fluctuation
in data; this extends our previous exclusion of 0.5 < M(Q*) < 2.49 TeV [12, 13] and extends
the ATLAS exclusion limits at 2.99 TeV [16].

For E6 diquarks the expected exclusion is 1.0 < M(E6) < 4.12 TeV and we exclude masses in
the range 1.0 < M(E6) < 4.28 TeV; this extends our previous exclusions at 3.52 TeV [13]. For
axigluons or colorons the expected lower mass limit is 3.55 TeV and we exclude masses less
than 3.28 TeV due to an upward fluctuation in data; this extends our previous exclusions of
0.50 < M(A, C) < 2.47 TeV [12, 13] and confirm the ATLAS limit 3.32 TeV [16]. We note that
the new exclusion limits takes in account the NLO scale factors [7].

For the s8 color octet model the observed exclusion is 1.0 < M(s8) < 2.66 TeV in agreement
with the expectation; this extends the previous ATLAS exclusion between 0.9 < M(s8) <
1.92 TeV [16].

For W0 bosons the expected lower mass limit is 1.92 TeV and we exclude the mass ranges 1.0 <
M(W0) < 1.74 TeV and 1.97 < M(W0) < 2.12 TeV; this extends the CDF exclusion of 0.28 <
M(W0) < 0.84 TeV from the dijet mass spectrum [32] and the previous CMS exclusion limit
1.00 < M(W’) < 1.51 TeV [12, 13]. Finally we exclude the presence of the Z0 bosons between
1.00 < M(Z0) < 1.60 TeV and the Randall-Sundrum gravitons between 1.00 < M(Z0) <
1.36 TeV in agreement with the expected values.

- Unexplored territory 
left behind when the 
luminosity increased 
!
- Trigger improvements 
compensated the (slower) 
rate increase after 
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Select two jets at large pT, regardless of the rest of 
the event 

Look for a bump on a falling invariant-mass spectrum 

The Fastest LHC Search

Mass resolution is not that good even at gen level 

At large pT, quarks and gluons radiate and make it worse 

The dijet rate is very high at trigger level. Cannot look 
for light resonances with small cross sections

Easy to say

But life is harder than that

16



The bottle-neck is the I/O (MB/s) and not the 
rate (event/sec) 

We only need the jet pT, and some minimal 
information to reject noise 

We write much more than that 

THE COMPROMISE

The Dijet Data Scouting

17
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reconstruction

Calo DiJet mass
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+ PFjets
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Reject The 
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O(1 kHz) data out
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The Dijet Data Scouting

•   Special strategy to look at the data that CMS

 cannot normally record on tape due to trigger

 rate constrains 

–  explore new physics channels that need very

 low trigger thresholds 

–  possibility to extend the standard trigger setup
 for core physics or data parking in case

 something interes0ng shows up in the data

 scou0ng analyses 

•  First implementa0on: new physics searches in

 hadronic final states at “low jet pT  / HT” 

•   Novel trigger and data acquisi0on strategy

 applied to physics analysis  

–   Trigger:  HT>250 GeV , high event rate (~10
3 Hz)  

–   Reduced event content (i.e. store calo jets

 reconstructed during High Level Trigger online

 processing, no raw data from CMS detector,    

 no offline reconstruc0on of data possible)  

–   Bandwidth (rate x event size) under control 
5 

Data Scou0ng 

EXO-11-094 PAS 

Test Feasibility of Data Scouting in 2011:  

Dijet Resonance Search (0.13 fb-1) 

Scouting approach extended  

the dijet search below 1 TeV 

In 2012, we can benefit from almost 

the full integrated luminosity (>15 fb-1) 

9

Figure 7: The observed 95% CL upper limits for the low-mass analysis on s ⇥ B ⇥ A for dijet
resonances of type gluon-gluon (open circles), quark-gluon (solid circles), and quark-quark
(open boxes), compared to theoretical predictions for E6 diquarks [3], s8 resonances [9], new
gauge bosons W0 and Z0 [10], and Randall-Sundrum gravitons [11].

Figure 8: The observed 95% CL upper limits for the high-mass analysis on s ⇥ B ⇥ A for dijet
resonances of type gluon-gluon (open circles), quark-gluon (solid circles), and quark-quark
(open boxes), compared to theoretical predictions for string resonances [1, 2], excited quarks [4,
5], axigluons [6, 7], colorons [8], E6 diquarks [3], s8 resonances [9], new gauge bosons W0 and
Z0 [10], and Randall-Sundrum gravitons [11].

16 hour Run at the end of 2011 run (7TeV) 
!
Collected ~4 times the statistics we had in 2010 
(35 pb-1) with equivalent trigger 
!
Improved the limit published in 2010 by one order 
of magnitude

19
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Back To the ‘80s/‘90s
There is a region of the σ vs mass plane which was 

not probed since UA1,UA2 and Tevatron Run1

Scouting can be used to explore that region 
Collected ~18 fb-1 with scouting switched on 

Results expected by the Summer

10
-1
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Figure 3: The upper limit on the cross section times branching ratio for new particles

decaying to dijets (points) is compared to theoretical predictions for axigluons [2],

flavor universal colorons [7], excited quarks [3], color octet technirhos [4], new gauge

bosons W ′ and Z ′ [5], and E6 diquarks [6]. The limit and theory curves require that

both jets have pseudorapidity |η| < 2.0 and that the dijet system satisfies | cos θ∗| <

2/3.
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UA1 490 nb-1 CDF 106 pb-1
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WW/WZ/ZZ Resonance 
Searches



James Dolen Boston Jet Workshop,  Jan 22, 2013

W-jet tagging

• W-mass selection

- Pruned jet (Ellis et al.) provides 
sharper mass resolution and 
shifts background down 
outside of W mass window

‣ Recluster the jet, don’t merge low 
pT, large angle constituents. 

• Multiple variables provide 
additional discrimination

- N-subjettiness

- Qjets volatility

- Mass drop

- Energy Correlation Functions

3

Boosted 
W jet

pruned jet mass
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SM Higgs, m = 600 GeV

   ungroomed jet mass

W+Jets, MadGraph+Pythia6

   ungroomed jet mass

CMS Simulation

CMS HIG-13-008
H → WW → lνqq

The dijet analysis is 
sensitive to whatever looks 
like jets 

In particular, to boosted W/
Z (e.g. RS bulk gravitons) 

A simple cut on the jet 
mass would remove the 
obvious QCD background 

The jet mass for a QCD jet 
is a pT measurement, so it is 
not quite useful (~ V mass 
peak for high-enough pT) 

This is why grooming 
techniques are introduced

From Jets to boosted Vs
low boost high 

boost
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Jet Grooming
• With jet grooming we mean a set of techniques to 

“clean” the jet from soft radiation 

• Once this is done, the jet mass relates to the mass of 
the parton seeding the showering 

• Moreover, these techniques attenuate the effect of 
PU (which looks like soft radiation) 

• Several techniques:

Gavin Salam (CERN) Jet substructure @ CMS substructure workshop, April 2013 14
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plain jet mass
Mass-drop tagger (ycut=0.09, µ=0.67)

Pruner (zcut=0.1)

Trimmer (zcut=0.1, Rtrim=0.2) But only for a 
limited range 

of masses

The “right” MC study can already be instructive
(testing on background [quark] jets)

plot by G. Salam

November 2013Jet Substructure 29

Mass-drop tagger (MDT, aka BDRS)

Trimming

Pruning

Cannot possibly study all tools
These 3 are widely used

Recluster

on scale Rsub

discard subjets

with < zcut pt

decluster &

discard soft junk

repeat until 

find hard struct

jet mass/pt
sets Rprune discard large-angle

soft clusteringsRecluster
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Pruning

7

Jet substructure techniques

These are NOT THE ONLY POSSIBILITIES ! Plenty of alternatives available and studied
at CMS. See backup and references for a broader overview.

N-subjettiness 

● topological compatibility with hyp of N subjets
● recluster jet, halting once reached N subjets
● τ

N
 : p

T
-weighted sum over jet constituents of 

distances from closest subjet axis

τN=
1

d0

∑
k

pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

(arXiv:1011.2268)

Jet Pruning 

● recluster jet constituents applying additional requirements at each recombination

● filter out soft and large angle QCD emissions

z =
min (pT , i , pT , j)

pT , JET

> 0.1 Δ R < 0.5
M JET

pT ,JET

(arXiv:0903.5081, arXiv:0912.0033)

Start from a large-radius jet( CA with R=0.8 for 
CMS) 

Recluster the jet constituents and evaluate the 
hardness and angular separation of the last 
recombination 

!

!

Remove the softest subject if conditions not 
satisfied 

Procedure removes soft and large-angle radiation 
from QCD. Improves the mass resolution 

Also mitigates the pile-up contamination

arXiv:0903.5081 arXiv:0912.0033
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Jet Pruning 

● recluster jet constituents applying additional requirements at each recombination

● filter out soft and large angle QCD emissions

z =
min (pT , i , pT , j)

pT , JET

> 0.1 Δ R < 0.5
M JET

pT ,JET

(arXiv:0903.5081, arXiv:0912.0033)

hardness angular separation
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Substructure
• Substructure consists in looking for 

clustering of jet constituents (subjets) inside 
the jet (i.e. “multipole” vs “monopole” source of 
QCD radiation) 

• Growing literature on this subject. About one 
new variable proposed every month. Dedicated 
series of conferences (e.g. Boost)  

• The name of the game is in good momentum and 
angular resolution 

• More emphasis in the calculability of the 
variables, in order to improve our 
understanding of this growing subject 

• Also important is the effect of PU (which 
reduces the discrimination power)  

25



S vs B after detector effects

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging variables

4

1τ/2τ
0 0.2 0.4 0.6 0.8 1

 N
or

m
al

iz
ed

 D
is

tri
bu

tio
n

0

0.1

0.2

0.3
, Pythia6LWL W→X 

  + <PU> = 22 + sim.
  + <PU> = 12 + sim.
W+jets, MG+Pythia6
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

CA R=0.8
 < 350 GeV

T
250 < p

|<2.4η|
 < 100 GeVJ60 < m

1τ/2τ
0 0.2 0.4 0.6 0.8 1

 N
or

m
al

iz
ed

 D
is

tri
bu

tio
n

0

0.1

0.2

0.3

, Pythia6LWL W→X 
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.
W+jets, MG+Pythia6
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

CA R=0.8
 < 350 GeV

T
250 < p

|<2.4η|

mass drop
0 0.2 0.4 0.6 0.8 1

 N
or

m
al

iz
ed

 D
is

tri
bu

tio
n

0

0.1

0.2

, Pythia6LWL W→X 
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.
W+jets, MG+Pythia6
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

CA R=0.8
 < 350 GeV

T
250 < p

|<2.4η|
 < 100 GeVJ60 < m

mass drop
0 0.2 0.4 0.6 0.8 1

 N
or

m
al

iz
ed

 D
is

tri
bu

tio
n

0

0.1

0.2

0.3

0.4
, Pythia6LWL W→X 

  + <PU> = 22 + sim.
  + <PU> = 12 + sim.
W+jets, MG+Pythia6
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

CA R=0.8
 < 350 GeV

T
250 < p

|<2.4η|

QjetΓ
0 0.1 0.2 0.3 0.4 0.5

 N
or

m
al

iz
ed

 D
is

tri
bu

tio
n

0

0.2

0.4

0.6

, Pythia6LWL W→X 
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.
W+jets, MG+Pythia6
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

CA R=0.8
 < 350 GeV

T
250 < p

|<2.4η|
 < 100 GeVJ60 < m

QjetΓ
0 0.2 0.4 0.6 0.8 1

 N
or

m
al

iz
ed

 D
is

tri
bu

tio
n

0

0.5

1

, Pythia6LWL W→X 
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.
W+jets, MG+Pythia6
  + <PU> = 22 + sim.
  + <PU> = 12 + sim.

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

CA R=0.8
 < 350 GeV

T
250 < p

|<2.4η|

N-subjettiness Mass drop Q jets volatility

No W 
mass 

selection

W mass 
selection

CMS-PAS-JME-13-006
26



Tagger Definition
One wants to separate a two-prong 
from a single-prong angular 
distribution of the decay products 
around the jet axis 

Several variables “on the market” to 
exploit this difference 

CMS studies them and compared 
performances (also with MVA 
techniques). An obvious winner in 
performance vs simplicity compromise 

A fundamental ingredient here is PF: 
not only the energy resolution but 
also the angular resolution and the 
detector granularity at play. The 
integration of the tracker with the 
calorimeters provides this at optimal

QCD W/Z/Hbb

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging Algorithm Comparison

• N-subjettiness and Q jets 
volatility are the best 
single variables

- !2/!1 with one-pass axes > 

kt axes

- Unpruned !2/!1 > pruned

• Improved performance 
using Neural Network

- New: added C2 to NN

5

8 4 Algorithms for W-jet identification

We find that the most performant variable is the t2/t1, while the pruned t2/t1 is slightly less231

performant. The performance of the t2/t1 with exclusive kT axes is the worst of the t2/t1232

variants. GQjet performs slightly worse than t2/t1. The least performant variables are the mass233

drop, the 3-point energy correlation function, C2(b = 1.7) and the jet charge. We also found234

that the discrimination power between W+ jets and W� jets varies by less than 10% for different235

values k between 0.3 and 1.0.236
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Figure 3: (Left) Comparison of various discriminant observable performance for W+jet events
in the low jet pT bin, 250-350 GeV. (Right) Systematic effects on the performance of the pruned
jet mass and t2/t1 W-tagging algorithm in the high jet pT bin, 400-600 GeV.

Given the performance of single variables, we study how much further discrimination power237

can be improved by combining the variables. A multivariate optimization is performed using238

the TMVA package [48]. We consider the combination of various observables in a Likelihood239

multivariate discriminant and a Multi-layer Perceptron Neural Network (MLP) multivariate240

discriminant. The variables considered in the optimization are mass drop, GQjet, t2/t1, Cb
2 ,241

planar flow, jet charge, number of jet constituents, subjet DR, trimmed grooming sensitivity242

and number of primary vertices. The variable inputs include additional observables in an243

attempt to increase the discrimination power. In general, we find a large degree of correlation244

between the t2/t1 and most of the other observables, indicating that t2/t1 includes information245

from the other observables. This is supported by the single variable ROC curves, which prove246

that the standard t2/t1 is the most performant variable, as shown in Fig. 3 (left). The ROC247

curves obtained from the multivariate methods are also shown in Fig. 3 (left). Compared to248

the most performant single variable t2/t1, a small improvement is found with the multivariate249

discriminators.250

This variable comparison was performed after requiring a cut on the pruned jet mass. Since251

all of the considered substructure variables are correlated with the jet mass, it is important252

to note, that the variable comparison as shown in Fig. 3 (left) depends strongly on the choice253

of the primary discriminator, namely the pruned jet mass. When using the non-groomed jet254

mass instead of the pruned jet mass as primary discriminator, other variables with stronger255

correlation with pruned jet mass show more additional discrimination power than t2/t1. The256

total discrimination power of the combination of the primary discriminator and additional257

variables is always better when the pruned jet mass is used as primary discriminator, rather258

WORK IN PROGRESS

CMS-PAS-JME-13-006
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Jet N-Subjettiness
N-subjettiness is smaller if the 
constituents of a jet can be 
arranged in N subjets 

One can use the variable to test 
different hypotheses (e.g. V vs  
top vs QCD jet) 

In real life, ratios are 
particularly useful to 
categorize events (High purity vs 
Low Purity) after a mass cut on 
the jet is applied 

Correlation with jet mass and 
PU effects tend to reduce the 
discrimination power 

Polarization also matters (e.g. 
separation more effective for VL 
than VT)

11

V-tagging

V-tagging selection:

● Pruned jet mass in [65, 105] GeV
● τ

21
 : High-Purity (τ

21
<0.5) and Low-Purity (0.5 < τ

21
<0.75)

N-subjettiness ratio

τ
21

 = τ
2
 / τ

1

τN=
1

d0

∑
k

pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

HP LP
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Tagging Efficiency

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging performance 

• Gen PU=0 vs Reco PU=12 (Blue 
vs Green)

• Good performance within the 
two pT ranges considered (Red 
vs Grey)

• W polarization has a large effect 
(Red vs Magenta)

• quark and gluon jets (small 
markers)

- Easier to distinguish W jets from 
quark jets

6

8 4 Algorithms for W-jet identification
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jet mass and t2/t1 W-tagging algorithm in the high jet pT bin, 400-600 GeV.

Given the performance of single variables, we study how much further discrimination power237

can be improved by combining the variables. A multivariate optimization is performed using238

the TMVA package [48]. We consider the combination of various observables in a Likelihood239

multivariate discriminant and a Multi-layer Perceptron Neural Network (MLP) multivariate240

discriminant. The variables considered in the optimization are mass drop, GQjet, t2/t1, Cb
2 ,241

planar flow, jet charge, number of jet constituents, subjet DR, trimmed grooming sensitivity242

and number of primary vertices. The variable inputs include additional observables in an243

attempt to increase the discrimination power. In general, we find a large degree of correlation244

between the t2/t1 and most of the other observables, indicating that t2/t1 includes information245

from the other observables. This is supported by the single variable ROC curves, which prove246

that the standard t2/t1 is the most performant variable, as shown in Fig. 3 (left). The ROC247

curves obtained from the multivariate methods are also shown in Fig. 3 (left). Compared to248

the most performant single variable t2/t1, a small improvement is found with the multivariate249

discriminators.250

This variable comparison was performed after requiring a cut on the pruned jet mass. Since251

all of the considered substructure variables are correlated with the jet mass, it is important252

to note, that the variable comparison as shown in Fig. 3 (left) depends strongly on the choice253

of the primary discriminator, namely the pruned jet mass. When using the non-groomed jet254

mass instead of the pruned jet mass as primary discriminator, other variables with stronger255

correlation with pruned jet mass show more additional discrimination power than t2/t1. The256

total discrimination power of the combination of the primary discriminator and additional257

variables is always better when the pruned jet mass is used as primary discriminator, rather258

WORK IN 
PROGRESS

Tagger consists of mass cut 
[60,100] GeV + τ2/τ1<0.5!

Efficiency is better for VL than 
for VT 

Similar discrimination power vs 
quarks and gluons

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging efficiency

7
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• Define a baseline W-tagger

- 60 < mpruned < 100 GeV

- !2/!1 < 0.5 

• Decreasing performance at 
high pT

• Good pileup stability

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging efficiency
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signal, mass cut

 cut1τ/2τsignal, mass + 

CA R=0.8
 < 350 GeV
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250 < p

• Define a baseline W-tagger

- 60 < mpruned < 100 GeV

- !2/!1 < 0.5 

• Decreasing performance at 
high pT

• Good pileup stability

 Even a minimal 
Pileup (12 
interactions/
BunchX) has an 
impact on bkg 
rejection vs signal 
efficiency
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A double-tag event
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Validation With Data
Select a sample of boosted tt as one bjet+1lepton 
recoiling against one bjet and one jet (the W candidate) 

Fit the W mass to separate signal from bkg 

Study substructure variables data vs MC  

Derive a signal systematic from  data-MC agreement

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging in data  
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• Semileptonic ttbar selection provides a large sample of merged W jets

- Jet mass resolution measured from W mass peak

- Tagging variables measured in data and simulation

- Jet charge measured in data

• See Petar’s talk for further discussion of W tagging validation in data 
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Fully-hadronic X→VV
Bump hunt in dijet final state after applying V 
tagging 

2V tags reduce QCD by a factor 200 retaining 10% 

15

X→V V→ 2 jets (V-tagged)

● Dijet Bump hunt with V-tagging on both hemispheres

● X→VV→4q ( → 2 jets): large BR but also large QCD background

● Double V-tagging suppresses heavily the background (~ x200),                          
retaining ~10% of signal efficiency

● Background prediction from smoothness test of dijet mass spectrum          
(completely data-driven, no MC involved at any stage)

CMS-PAS-EXO-12-024

15

X→V V→ 2 jets (V-tagged)

● Dijet Bump hunt with V-tagging on both hemispheres

● X→VV→4q ( → 2 jets): large BR but also large QCD background

● Double V-tagging suppresses heavily the background (~ x200),                          
retaining ~10% of signal efficiency

● Background prediction from smoothness test of dijet mass spectrum          
(completely data-driven, no MC involved at any stage)

CMS-PAS-EXO-12-024

CMS-PAS-EXO-12-024
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X→W(𝓁𝜈)V
Predict the bkg from 
the jet mass sideband 

Use the MC to 
transfer the mWW mass 
distribution from the 
sideband to the signal 
region

13

Background estimation

Data-driven background estimation from signal-free control region

● Define control region from M
Jet

 sideband [40, 65] GeV

● M
WW

 distribution in sideband extrapolated to signal region via α factor from MC

● Use analytical fits rather than raw distributions 

NSig−Reg

DATA−Bkg=α NSB−Reg

DATAα=
N Sig−Reg

MC−Bkg

N
SB−Reg

MC
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Background estimation

Data-driven background estimation from signal-free control region

● Define control region from M
Jet

 sideband [40, 65] GeV

● M
WW

 distribution in sideband extrapolated to signal region via α factor from MC

● Use analytical fits rather than raw distributions 

NSig−Reg

DATA−Bkg=α NSB−Reg

DATAα=
N Sig−Reg

MC−Bkg

N
SB−Reg

MC

CMS-PAS-EXO-12-021

33



Similar to the other analyses, with the 
complication of two collinear leptons 

Standard lepton ID changed to account for 
the “interference” between the isolation

18

Collimated leptons
● Standard reco and ID techniques lose 

efficiency with near-by leptons (ΔR< ~0.5)

● If muons very close, joint fit using inner 
tracker and μ-chambers (“global”) associates 
wrong μ-chamber hits to tracks.

● Recover eff by requesting only one global μ, 
use only inner tracker for reconstructing the 
kinematics of the other.

● Require no track activity in a cone around the 
muon in order to suppress muons from QCD 
background (“isolated” muons).

● When very collimated (ΔR< ~0.3), one muon 
falls in isolation cone of the other, vetoing.

● Isolation recalculated after removal of other 
muon and recover completely the inefficiency

CMS-PAS-EXO-12-022

19

Background estimation 
strategy like the WW  
semi-leptonic analysis 
(control region from M

J
 

sidebands, extrapolate to 
signal region with MC-
based α-ratio) 

Good description of both shape 
and normalization of the MZZ mass spectrum

CMS-PAS-EXO-12-022ee HP μμ HP

μμ LPee LP

CMS-PAS-EXO-12-022
34
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Limits Compared

22

Still a lot to explore !

● Statistical combination of the VV searches

– requires a specific model to fix BR                                                                 
of BSM resonance to WW and ZZ

VV → fully hadronic WV → semileptonic ZV → semileptonic
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Search for natural 
susy with razor



Searching For SUSY@LHC
- With the 7TeV run we 
learned that, If there, SUSY 
is not as simple as we imagined 
- And this was not even 
unexpected (e.g. EW precision, 
flavor)
Rethinking the search 
- new motivations (what do 
we search for) 
- an analysis strategy (how?)

21

the LHC depending on the actual value of tanβ. Finally, the reader should keep in mind the

possibility of accidental cancellations among the contribution of different operators, which

might weaken the bounds we obtained.

VI. CONCLUSIONS

We have presented bounds on the NP scale Λ obtained from an operator analysis of

∆F = 2 processes, using the most recent experimental measurements, the NLO formulae for

the RG evolution and the Lattice QCD results for the matrix elements. We have considered

four scenarios: MFV at small tan β, MFV at large tan β, NMFV and general NP with

arbitrary flavour structure. The lower bounds on the scale Λ of strongly-interacting NP for

NMFV and general NP scenarios (barring accidental cancellations) are reported in Fig. 7.

Taking the most stringent bound for each scenario, we obtain the bounds given in Table V.
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FIG. 7: Summary of the 95% probability lower bound on the NP scale Λ for strongly-interacting

NP in NMFV (left) and general NP (right) scenarios.

We conclude that any model with strongly interacting NP and/or tree-level contributions

is beyond the reach of direct searches at the LHC. Flavour and CP violation remain the

main tool to constrain (or detect) such NP models. Weakly-interacting extensions of the

SM can be accessible at the LHC provided that they enjoy a MFV-like suppression of

∆F = 2 processes, or at least a NMFV-like suppression with an additional depletion of the

NP contribution to ϵK .

UTfit ’06
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One scenario, many signatures

~ g

~ t

~ b

!
χ 

±

!
χ 

0

~

~

t ➝ bχ± 
~~

t ➝ tχ0 
~~

b ➝ tχ± 
~~

b ➝ bχ0 
~~

g ➝ tbχ± 
~~

χ± ➝ W*χ0 
~~

g ➝ bbχ0 
~~ _

g ➝ tt χ0 ~~ _

!
- Rather than focusing on one signature, we decided to 

design an inclusive search 
- Rather than focusing on the tail of some kinematic 

distribution, we decided to use a loose selection: more 
signal, but also more background

- Multijet final 
states with 
many b quarks 
(4t, 3t1b, 2t2b, 1t3b, 4b) 
from gluinos 

- High-pT leptons 
from W decays  

- Same/opposite 
charge lepton 
pairs, with same 
or different    
flavour 
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The Razor 
The prototype process is 
squark-squark -> jj + 2 LSP 

If we could put the squarks 
in their rest frames, we 
would see two jest with same 
|p| 

!

!

We observe the jets in the 
lab frame, boosted by 
relative squark momentum 
and partons boost 

We would like to undo the 
two boosts

βL

βT

z

y
q

q

Squark rest frames

Center of 
mass frame

Lab frame

2 3 The Razor Analysis

3 The Razor Analysis45

The razor kinematics is based on the generic process of the pair production of two heavy parti-46

cles, each decaying to an unseen particle plus jets. This includes SUSY signals with complicated47

and varied decay chains, or the simplest case of a pair of squarks each decaying to a quark and48

an LSP. All such processes are treated on an equal footing by forcing every event into a dijet49

topology; this is done by combining all jets in the event into two megajets. When an isolated50

lepton is present, it can be included in the megajets or not as explained in [2]. For the 1 fb�1
51

analysis the trigger requirements, pileup conditions, and pile-up subtraction dictate that iso-52

lated electrons enter the megajet reconstruction as jets, while isolated muons are not included53

in the megajet reconstruction and mimic the contributions of neutrinos. The megajet recon-54

struction is thus based on a calorimeter-driven view of the events.55

To the extent that the pair of megajets accurately reconstruct the visible portion of the under-56

lying parent particle decays, the signal kinematics is equivalent to pair production of heavy57

squarks q̃1, q̃2, with q̃i ! jic̃i, where the c̃i are LSPs and ji denotes the visible products of the58

decays. For simplicity we will use the approximation that the ji are massless.59

The standard computation of the cross section for such a process uses a parameterization of the60

phase space and the matrix element extracted from consideration of three preferred reference61

frames: the rest frames of the two squarks and the center of mass (CM) frame.62

In the rest frame of the ith squark, the 4-momenta of the squark and its decay products have63

the simple form64

pq̃i = Mq̃(1, 0) , (1)

pji =
MD

2
(1, ûi) , (2)

pci =
MD

2
(

1
bD

, �ûi) , (3)

where the ûi are unit vectors in the directions of the visible decay products,65

MD ⌘
M2

q̃ � M2
c̃

Mq̃
= 2Mc̃gDbD , (4)

and bD is the boost parameter to the rest frame of the LSP c̃i. The other preferred frame is the66

q̃1q̃2 CM frame, with67

pq̃1 = gCM Mq̃ (1, bCMûq̃) , (5)
pq̃2 = gCM Mq̃ (1, �bCMûq̃) , (6)

where ûq̃ is a unit vector in the direction of the first squark, and bCM is the boost parameter68

from the CM frame to the q̃1 rest frame. In the CM frame the energies of the visible decay69

products can be written70

Ej1 =
gCM MD

2
(1 + bCMûq̃ · û1) , (7)

Ej2 =
gCM MD

2
(1 + bCMûq̃ · û2) . (8)
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The Razor 

pj1

pj2

p*j1

p*j2

pRj1

pRj2

-βLR*

RAZOR 
 CONDITION 

|pRj1|= |pRj2|

-βTCM

βTCM

• In reality, the best we can do is to compensate 
the missing degrees of freedom with assumptions 
on the boost direction

- The parton boost is forced to be  
  longitudinal 
- The squark boost in the CM frame  
  is assumed to be transverse 

• We require that the two jets 
have the same momentum after 
the transformation, and we 
solve for the boost 

• The transformed momentum 
defines the MR variable

4 3 The Razor Analysis

The problem with the conventional parameterization of this process is that, with two unseen111

LSPs, there are not enough experimental observables to reconstruct any of the three reference112

frames just described. This is true even in the absence of initial state pT (as will now be assumed113

throughout), where the CM frame is just a longitudinal boost from the lab frame.114

The strategy of the razor analysis is to approximate these unknown frames with a razor frame115

that is defined unambiguously from measured quantities in the lab frame. Event by event,116

razor frame observables then estimate the scales MD and gCM MD seen above.117

A razor frame is defined by finding a longitudinal boost from the lab frame to a frame where118

the visible energies can be written in terms of an overall scale that is manifestly invariant under119

longitudinal boosts. This then defines a razor frame where the scale of the visible energies is set120

by a quantity that should approximate gCM MD in the (unknown) CM frame. Such longitudinal121

boosts are very special; in fact there are only two independent ones:122

bR ⌘
Ej1 � Ej2

pj1
z � pj2

z
, (9)

bR⇤
L ⌘ pj1

z + pj2
z

Ej1 + Ej2
. (10)

The first razor boost bR defines the R frame where the visible four-momenta reduce to123

pj1 =
MR

2
(1, ûR

1 ) , (11)

pj2 =
MR

2
(1, ûR

2 ) , (12)

where MR is the longitudinal boost invariant124

MR ⌘ 2|~pR
j1 | = 2|~pR

j2 | = 2

vuut (Ej1 pj2
z � Ej2 pj1

z )2

(pj1
z � pj2

z )2 � (Ej1 � Ej2)
2

. (13)

In the limit that bCM is small (production near threshold), this MR is a direct estimator of the125

SUSY mass scale MD. More generally MR is an estimator of gCM MD, the quantity that sets the126

scale for the visible CM energy. A drawback of the R frame construction is that bR as defined127

by (9) is not guaranteed to have magnitude less than unity; this means that for some fraction of128

events gR is either imaginary or singular and the razor method cannot be applied.129

The second razor boost bR⇤
L defines the R⇤ frame where the visible four-momenta reduce to130

pj1 = (
1
2
(MR � (~pj1

T � ~pj2
T) · ~Emiss

T
MR

), pj1
T, pz) , (14)

pj2 = (
1
2
(MR +

(~pj1
T � ~pj2

T) · ~Emiss
T

MR
), pj2

T, �pz) , (15)

where MR is the longitudinal boost invariant131

MR ⌘
q

(Ej1 + Ej2)
2 � (pj1

z + pj2
z )2 , (16)

and the longitudinal momentum pz is determined from the massless on-shell conditions. Ob-132

viously the R⇤ frame always exists since the magnitude of bR⇤
L is less than unity. Here again MR133
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The Razor 

MΔ

5

as defined by (16) is an estimator of gCM MD. It is also possible in this construction to obtain134

a direct estimator of MD, by introducing a transverse boost along the direction of ~Emiss
T , with135

boost parameter136

bR⇤
T ⌘ (pj1

T)2 � (pj2
T)2

MREmiss
T

. (17)

Performing this boost on (14), and the opposite boost on (15), the visible 4-momenta reduce to137

pj1 =
MR⇤

2
(1, ûR⇤

1 ) , (18)

pj2 =
MR⇤

2
(1, ûR⇤

2 ) , (19)

where MR⇤ = MR/gR⇤ .138

The next step of the razor strategy is to define a transverse observable that can also serve as139

an event-by-event estimator of the underlying scale MD. As usual for transverse quantities we140

expect MD to be related to a kinematic edge rather than a peak.141

Several choices of the transverse observable are plausible. To the extent that events match the142

assumed topology, the maximum value of the scalar sum of the megajets transverse momenta143

(p1
T, p2

T) is MD. The maximum value of the Emiss
T is also MD. Especially useful is MR

T , a kind of144

average transverse mass whose maximum value for signal events is also MD:145

MR
T ⌘

s
Emiss

T (pj1
T + pj2

T ) � ~Emiss
T ·(~p j1

T + ~p j2
T )

2
. (20)

Given a global estimator MR and a transverse estimator MR
T , the razor dimensionless ratio is146

defined as147

R ⌘ MR
T

MR
. (21)

Signal events are characterized by the heavy scale MD, while backgrounds are not. Qualita-148

tively we expect MR to peak for the signal over a steeply falling background. Thus the search149

for an excess of signal events in a tail of a distribution is recast as a search for a peak on top of150

a steeply falling Standard Model residual tail.151

To extract the peaking signal we need first to reduce the QCD multijet background to manage-152

able levels. This is achieved by imposing a threshold value for R. Recall that for signal events153

MR
T has a maximum value of MD (i.e. a kinematic edge); thus R has a maximum value of ap-154

proximately 1 and the distribution of R for signal peaks around 0.5. These properties motivate155

the appropriate kinematic requirements for the signal selection and background reduction. We156

note that, while MR
T and MR measure the same scale (one as an end-point the other as a peak),157

they are largely uncorrelated for signal events as shown in Figure 1.158

4 Analysis Path159

In both simulation and data, the distributions of SM background events are seen to have a160

simple exponential dependence on the razor variables R and MR over a large fraction of the161

MΔ

• MR is boost invariant, even if 
defined from 3D momenta 

• No information on the MET is 
used 

• The peak of the MR distribution 
provides an estimate of MΔ 

• MΔ could be also estimated as 
the “edge” of MT

R 

!

!

• MT
R is defined using 

transverse quantities and it is 
MET-related 

• The Razor (aka R) is defined as 
the ratio of the two variables 
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4 Analysis Path159
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SUSY Search As a Bump Hunting

- Peaking signal at MR ~ MΔ 

(discovery and 
characterisation) 

- R2 has a mild dependence 
on topology 

- correlation allows to tune 
the amount of background 
vs signal in the analysis
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Figure 2: (a) The squark-antisquark production diagram for the T2 SUSY SMS reference model,
where the symbol * indicates charge conjugation. The distribution of (b) MR and (c) R2 for
different LSP masses mc̃ in the T2 scenario. (d) Distribution of T2 events in the (MR, R2) plane
for the different LSP masses mc̃. The orange bands represent contours illustrating the relative
suppression of SM events. The relative suppression factors corresponding to some of the bands
are indicated in the upper part of the figure.

For the data used in this analysis, the peak luminosity of the LHC increased from 1⇥1033 cm�2 s�1
210

to over 4⇥1033 cm�2 s�1. For the data collected between (1–2)⇥1033 cm�2 s�1, the increase was211

achieved by increasing the number of bunches colliding in the machine, keeping the average212

number of interactions per crossing at about 7. For the rest of the data, the increase in the213

instantaneous luminosity was achieved by increasing the number and density of the protons214

in each bunch, leading to an increase in the average number of interactions per crossing from215

around 7 to around 17. The presence of multiple interactions per crossing was taken into ac-216

count in the CMS Monte Carlo (MC) simulation by adding a random number of minimum bias217

events to the hard interactions, with the multiplicity distribution matching that in data.218

3.2 Trigger selection219

The CMS experiment uses a two-stage trigger system, with events flowing from the L1 trigger220

at a rate up to 100 kHz. These events are then processed by the HLT computer farm. The HLT221

software selects events for storage and offline analysis at a rate of a few hundred Hz. The HLT222

algorithms consist of sequences of offline-style reconstruction and filtering modules.223
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Figure 2: (a) The squark-antisquark production diagram for the T2 SUSY SMS reference model,
where the symbol * indicates charge conjugation. The distribution of (b) MR and (c) R2 for
different LSP masses mc̃ in the T2 scenario. (d) Distribution of T2 events in the (MR, R2) plane
for the different LSP masses mc̃. The orange bands represent contours illustrating the relative
suppression of SM events. The relative suppression factors corresponding to some of the bands
are indicated in the upper part of the figure.

For the data used in this analysis, the peak luminosity of the LHC increased from 1⇥1033 cm�2 s�1
210

to over 4⇥1033 cm�2 s�1. For the data collected between (1–2)⇥1033 cm�2 s�1, the increase was211

achieved by increasing the number of bunches colliding in the machine, keeping the average212

number of interactions per crossing at about 7. For the rest of the data, the increase in the213

instantaneous luminosity was achieved by increasing the number and density of the protons214

in each bunch, leading to an increase in the average number of interactions per crossing from215

around 7 to around 17. The presence of multiple interactions per crossing was taken into ac-216

count in the CMS Monte Carlo (MC) simulation by adding a random number of minimum bias217

events to the hard interactions, with the multiplicity distribution matching that in data.218

3.2 Trigger selection219

The CMS experiment uses a two-stage trigger system, with events flowing from the L1 trigger220

at a rate up to 100 kHz. These events are then processed by the HLT computer farm. The HLT221

software selects events for storage and offline analysis at a rate of a few hundred Hz. The HLT222

algorithms consist of sequences of offline-style reconstruction and filtering modules.223
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4 5 Modeling the standard model backgrounds

Table 1: Kinematic and multiplicity requirements defining the nine razor boxes. Boxes are
listed in order of event filling priority. The ranking is introduced to unambiguously associate
an event to the first box it fills.

Requirements
Box lepton b-tag kinematic jet

Two-Lepton Boxes

MuEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R2 > 0.2)

MuMu � 1 tight muon and � 1 b-tag (MR > 300 GeV and R2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R2 > 0.2)

EleEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R2 > 0.15) and � 2 jets� 1 loose electron (MR > 450 GeV or R2 > 0.2)
Single Lepton Boxes

MuMultiJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R2 > 0.15) and � 4 jets
(MR > 450 GeV or R2 > 0.2)

MuJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R2 > 0.15) and 2 or 3 jets
(MR > 450 GeV or R2 > 0.2)

EleMultiJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R2 > 0.15) and � 4 jets
(MR > 450 GeV or R2 > 0.2)

EleJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R2 > 0.15) and 2 or 3 jets
(MR > 450 GeV or R2 > 0.2)

Hadronic Boxes

MultiJet none � 1 b-tag (MR > 400 GeV and R2 > 0.25) and � 4 jets
(MR > 550 GeV or R2 > 0.3)

2b-tagged jet none � 2 b-tag (MR > 400 GeV and R2 > 0.25) and 2 or 3 jets
(MR > 550 GeV or R2 > 0.3)

The bottom left corner of the razor plane, not included in any of the three regions, is excluded117

from the analysis. Given this selection, the multijet background from quantum chromodynamic118

processes is reduced to a negligible level.119
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Figure 1: Definition of the sideband and signal-sensitive regions used in the analysis, for the
hadronic boxes (left) and the other boxes (right).

5 Modeling the standard model backgrounds120

Under the hypothesis of no contribution from new physics processes, the event distribution in121

the (MR, R2) plane can be described by the sum of the weak vector boson plus jets production122

(V+jets where V = W, Z) and top quark-antiquark and single-quark production, generically123

referred to as tt contribution.124

Binned in btag (1b, 2b, ≥3b)
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5 Modeling the standard model backgrounds120

Under the hypothesis of no contribution from new physics processes, the event distribution in121

the (MR, R2) plane can be described by the sum of the weak vector boson plus jets production122

(V+jets where V = W, Z) and top quark-antiquark and single-quark production, generically123

referred to as tt contribution.124

Fit the bkg in the sideband 
!
!
Extrapolate to the signal-
sensitive region

12 5 Standard model backgrounds in the (MR, R2
) razor plane

of functions Fj(MR, R2):393

Fj(MR, R2) =
h
kj(MR � M0

R,j)(R
2 � R2

0,j)� 1
i
⇥ e�kj(MR�M0

R,j)(R
2�R2

0,j) . (7)

where kj, M0
R,j, and R2

0,j are free parameters of the background model. After applying a baseline394

selection in the razor kinematic plane, MR > Mmin
R and R2 > R2

min, this function exhibits an395

exponential behavior in R2 (MR), when integrated over MR (R2):396

Z +•

R2
min

Fj(MR, R2)dR2 ⇠ e�(a+b⇥R2
min)MR , (8)

Z +•

Mmin
R

Fj(MR, R2)dMR ⇠ e�(c+d⇥Mmin
R )R2

, (9)

where a = �kj ⇥ R2
0,j, c = �kj ⇥ M0

R,j, and b = d = kj. The fact that the function in Eq. (7)397

depends on R2 and not simply on R motivates the choice of R2 as the kinematic variable quan-398

tifying the transverse imbalance. The values of M0
R,j, R0,j, kj, and the normalization constant399

are floated when fitting the function to the data or simulation samples.400

The function of Eq. (7) describes the QCD multijet, the leptons+jets (dominated by W+jets and401

tt events), and the dileptons+jets (dominated by tt and Z+jets events) backgrounds in the simu-402

lation and data control samples. The initial filtering of the SM backgrounds is performed at the403

trigger level and the analysis proceeds with the analytical description of the SM backgrounds.404

5.1 QCD multijet background405

The QCD multijet control sample for the hadronic box is obtained using events recorded with406

prescaled jet triggers. The trigger used in this study requires at least two jets with average407

uncorrected pT thresholds of 60 GeV. The QCD multijet background samples provide & 95% of408

the events with low MR, allowing the study of the MR shapes with different thresholds on R2,409

which we denote R2
min. The study was repeated using datasets collected with many jet trigger410

thresholds and prescale factors during the course of the 2011 LHC data taking, with consistent411

results.412

The MR distributions for events satisfying the HAD box selection in this multijet control data413

sample are shown for different values of the Rmin threshold in Fig. 3 (a). The MR distribution414

is exponentially falling, except for a turn-on at low MR resulting from the pT threshold require-415

ment on the jets entering the megajet calculation. The exponential region of these distributions416

is fitted for each value of R2
min to extract the absolute value of the coefficient in the exponent,417

denoted S. The value of S that maximizes the likelihood in the exponential fit is found to be a418

linear function of R2
min, as shown in Fig 3 (b). Fitting S to the form S = �a � bR2

min determines419

the values of a and b.420

The R2
min distributions are shown for different values of the MR threshold in Fig. 4 (a). The R2

421

distribution is exponentially falling, except for a turn-on at low R2. The exponential region of422

these distributions is fitted for each value of Mmin
R to extract the absolute value of the coefficient423

in the exponent, denoted by S0. The value of S0 that maximizes the likelihood in the exponential424

fit is found to be a linear function of Mmin
R as shown in Fig. 4 (b). Fitting S0 to the form S0 =425

�c � dMmin
R determines the values of c and d. The slope d is found to be equal to the slope b to426

within a few per cent, as seen from the values of these parameters listed in Figs. 3 (b) and 4 (b),427

respectively. The equality d = b is essential for building the 2D probability density function428

that analytically describes the R2 versus MR distribution, as it reduces the number of possible429

2D functions to the function given in Eq. (7). Note that in Eq. (7) the kj parameters are the bj, dj430

parameters used in the description of the SM backgrounds.431
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Figure 3: Comparison of the expected background and the observed yield in the EleJet box
(top-left), the EleMultiJet box (top-right), the MuJet box (bottom-left), and the MuMultiJet box
(bottom-right). A probability density function (pdf) is derived for the bin-by-bin yield using toy
experiments, sampled from the output of the sideband fit. A two-sided p-value is computed
comparing the observed yield to the pdf derived from the toy experiments. The p-value is
translated into the corresponding number of standard deviations, which is indicated by the
numbers in the bins and the color coding.
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Figure 4: Comparison of the expected background and the observed yield in the 2b-Jet box (left)
and the MultiJet box (right). A probability density function (pdf) is derived for the bin-by-bin
yield using toy experiments, sampled from the output of the sideband fit. A two-sided p-value
is computed comparing the observed yield to the pdf derived from the toy experiments. The
p-value is translated into the corresponding number of standard deviations, which is indicated
by the numbers in the bins and the color coding.

of fig. 9, scaled to 19.3 fb�1 assuming a signal cross section s = 0.10 pb. The signal contami-
nation in the sideband has a negligible impact on the determination of the background shape,
and the prediction fails to agree with the pseudodata in the signal region, revealing an excess
of events clustering around a particular MR value, which provides information on the probed
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Figure 6: Projection of the sideband fit result in the MuJet (top) and MuMultiJet (bottom) boxes
on MR (left) and R2 (right). The fit is obtained on the two sidebands and extrapolated to the rest
of the fit region. The blue line (band) represents total background prediction (error, including
the contribution due to the shape uncertainty and the statistical error). The separate contribu-
tions from 1b-tag and � 2b-tag backgrounds are also shown. The bottom part of the plot shows
the bin-by-bin data yield normalized to the background, with the corresponding uncertainty.

SUSY process. The agreement between the background-only fit function and the signal plus
background pseudodata is displayed in fig. 10.

7 Systematic effects

We consider the following systematic errors associated with the signal normalization:

• Luminosity, which is measured to be 19.3 ± 4.4% fb�1.
• Trigger efficiency, measured in data to be (95 ± 5)%.
• Electron and muon reconstruction and identification, measured on an inclusive sam-

ple of Z ! `` samples as a function of the lepton pT and h.

Each systematic effect is associated to a dedicated nuisance parameter, which scales the signal
normalization.

In addition, four shape systematic (i.e. dependent on R2, MR, and nb-tag) effects are considered:

• The b-tag multiplicity, evaluated bin by bin in the R2 vs MR plane for each box in
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Figure 6: Projection of the sideband fit result in the MuJet (top) and MuMultiJet (bottom) boxes
on MR (left) and R2 (right). The fit is obtained on the two sidebands and extrapolated to the rest
of the fit region. The blue line (band) represents total background prediction (error, including
the contribution due to the shape uncertainty and the statistical error). The separate contribu-
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the bin-by-bin data yield normalized to the background, with the corresponding uncertainty.

SUSY process. The agreement between the background-only fit function and the signal plus
background pseudodata is displayed in fig. 10.

7 Systematic effects

We consider the following systematic errors associated with the signal normalization:

• Luminosity, which is measured to be 19.3 ± 4.4% fb�1.
• Trigger efficiency, measured in data to be (95 ± 5)%.
• Electron and muon reconstruction and identification, measured on an inclusive sam-

ple of Z ! `` samples as a function of the lepton pT and h.

Each systematic effect is associated to a dedicated nuisance parameter, which scales the signal
normalization.

In addition, four shape systematic (i.e. dependent on R2, MR, and nb-tag) effects are considered:

• The b-tag multiplicity, evaluated bin by bin in the R2 vs MR plane for each box in

fit+extrapolation 
vs data agreement
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Figure 12: The limit on sparticle masses mgluino and mLSP in the T1bbbb SMS topology. The color
scale denotes the observed 95% C.L. upper limit on the signal model cross section. The dashed
red (solid black) lines represent the expected (observed) exclusion contours at 95% C.L. The
experimental (systematic and statistical) 1s error is demonstrated with the expected contours
in dashed red lines, while the theoretical 1s error is demonstrated with the observed contours
in thin black lines. For an LSP of 50 GeV mass, at the observed gluino mass limit (1350 GeV),
the 95% C.L. upper limit on the cross section is 0.0013 pb, corresponding to 8 events after a 32%
efficient selection (28% in the MultiJet box and 4% in the 2b-Jet box) is applied.
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Figure 13: The limit on sparticle masses mgluino and mLSP in the T1tttt SMS topology. The color
scale denotes the observed 95% C.L. upper limit on the signal model cross section. The dashed
red (solid black) lines represent the expected (observed) exclusion contours at 95% C.L. The
experimental (systematic and statistical) 1s error is demonstrated with the expected contours
in dashed red lines, while the theoretical 1s error is demonstrated with the observed contours
in thin black lines. For an LSP of 1 GeV mass, at the observed gluino mass limit (1270 GeV),
the 95% C.L. upper limit on the cross section is 0.0025 pb, corresponding to 15 events after
a 32% efficient selection (16% in the MultiJet box, 10% in the MuMultiJet box, and 7% in the
EleMultiJet box) is applied.
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Figure 14: The limit on sparticle masses mstop and mLSP in the T2tt SMS topology. The color
scale denotes the observed 95% C.L. upper limit on the signal model cross section. The dashed
red (solid black) lines represent the expected (observed) exclusion contours at 95% C.L. The
experimental (systematic and statistical) 1s error is demonstrated with the expected contours
in dashed red lines, while the theoretical 1s error is demonstrated with the observed contours
in thin black lines. For an LSP of 25 GeV mass, at the observed top squark mass limit (740 GeV),
the 95% C.L. upper limit on the cross section is 0.0053 pb, corresponding to 30 events after a
29% efficient selection (19% in the MultiJet box, 7% in the 2b-Jet box, and 3% in the MuJet box)
is applied.
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We perform a search for supersymmetric particles using a data sample of proton-proton colli-
sions collected by CMS corresponding to an integrated luminosity of 19.3 fb�1 at

p
s = 8 TeV.

We analyze events with at least one identified b-jet in the razor variable space using a 2D shape
description of the relevant standard model processes.

No significant excess over the standard model background expectations is observed, and the
results are presented as a 95% C.L. limit on sparticle masses in the context of simplified super-
symmetric models. The pair production of gluinos in multi-bottom quark and multi-top quark
final states is excluded for gluino masses up to 1300 GeV and 1210 GeV, respectively, depend-
ing on the mass of the LSP. For the pair production of top squarks in top quark-antiquark final
states, we exclude top squark masses up to 710 GeV depending on the mass of the LSP.
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Conclusions
searches with jets@LHC are challenging but 
rich. Only a few examples here. Many more out 
there… 

The environment is challenging, but we can 
achieve unexpected results when thinking out 
of the box, twisting the rules and pushing the 
detectors beyond its limits  

We did not find anything striking so far, but 
we are not done yet...  

And we have data @13 TeV next year: 
unexplored territory ahead and (hopefully) 
big surprises...

47



Backup
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Material Budget

HCAL: At eta=0 there is less than 6 interaction lengths of HCAL. ECAL 
provides an additional interaction length!
ECAL ~25 radiation length (23 cm crystals, 0.9 cm rad length)

rad Length Tracker int Length Tracker
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•  Particle Flow Jets clustered from identified particles 
reconstructed using all detector components 

•  Default jet clustering algorithms for p+p collisions: 
Anti-KT with R=0.5 (and 0.7) 

4 

Jet reconstruction in CMS 

Search for hadronic resonances at CMS 
Andreas Hinzmann 

ICHEP 
4 July 2012 
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•  Jet energy scale uncertainty: 1% for pT > 150 GeV 
•  Jet calibration vs. η better than 1% per unit of pseudorapidity for |η|<2.5 
•  Jet energy resolution: 10% @ pT = 100 GeV 
•  Jet position resolution in φ and η: ~0.01 @ pT = 100 GeV 
•  Jet trigger efficiency: >99.9% above pT threshold 
•  Event-by-event correction for pileup based on jet area [PLB659(2008)119] 

5 

Jet performance in CMS 

Search for hadronic resonances at CMS 
Andreas Hinzmann 

ICHEP 
4 July 2012 
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Hadronic V with Fat Jets

• Search for narrow resonances X->WW->4jets in the dijet mass spectrum. 
• Jet mass resolution ~5 GeV (AK5) for boosted W’. 
• Combine:  

• CA8 + prunning approach to improve the W mass measurement  
(experienced in boosted top). 

• Fat jets approach to recover FSR from W subjets 
(experienced in 2-jets analysis: EXO-11-015). 

• Paired dijet approach (experienced in EXO-11-016). 

4) X->WW search 

27/10/2011 

A. Bonato, M. Gouzevitch,   
A. Hinzmann, M. Pierini 

M. Gouzevitch. Exotica Workshop, Rome 10 

No W tag 

No W tag 

6 4 Physics Object reconstruction and Event Selection

Other possibilities for the efficient reconstruction of the high-mass hadronic resonances have128

been investigated in Ref. [? ]. Two alternatives have been taken into account: the FatJets ap-129

proach in the Dijet resonance search [? ]; and the Cambridge-Aachen jet algorithm used in130

the studies of jet substructure. In both cases, the different algorithm choices did not achieve a131

better reconstruction efficiency for the merged-jets topology.132

In the rest of the note, the monojet reconstructed mass mV is used throughout the analysis.133
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Figure 2: Comparison of mV distributions produced with generator-level (“GenJets”, in blue
color) and reconstructed (“PF Jets”, in red color) kinematic information for a resonance of mass
750 GeV/c2 (left) and 2000 GeV/c2 (center). In the right plot, the monojet reconstruction effi-
ciency is shown as a function of the signal resonance mass.

Fig. 3 shows the comparison of the mV (left) and pV
T (right) distributions between data and the134

major background processes from Monte Carlo simulation after the full event selection. The135

distributions of two benchmark signals are also shown.
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Figure 3: Comparison of the mV (left) and pV
T (right) distributions between data and the MC

distributions for the major background processes after the full event selection.

136

4.8 The Resonance Mass137

Once the Z ! `` and (mono-jet) V ! qq candidates have been reconstructed, we combine138

their four momenta to compute the mass of the mother particle mVZ. This variable is used to139

evaluate the hypothesis of the signal presence in the analyzed datasets.140

Fig. 4 shows the comparison of the mVZ distributions between data and the main background141

processes from Monte Carlo simulation after the full event selection in the electron (left) and142

muon (center) channels and their combination (right). Fig. 5 shows the cumlative plots. The143

distributions of two benchmark signals are also shown.144

looking for one massive jet is 
the minimal requirement. High 
efficient for √s>1000 GeV

It allows to suppress the background from QCD by several orders of 
magnitude. More effective if on both jets	


One can do better digging in the jet substructure
Pruning :

Procedure:
� Start with the objects (e.g. towers) forming a jet found with a 

recombination algorithm

� Rerun the algorithm, but at each recombination test whether:
• z < zcut and ǻRij > Dcut

(șJ is angle at final CA: zcut = 0.1 and Dcut = șJ/2(șJ is angle at final 
recombination in original 
found jet)

kT: zcut = 0.15 and Dcut = șJ/2

� If true (a soft, large angle recombination), prune the softer 
branch by NOT doing the recombination and discarding the 
softer branch

� Proceed with the algorithm

� The resulting jet is the pruned jet
23

US ATLAS Hadronic Final State Forum     
S.D. Ellis 4/09/09

Use Mass Drop as further 
discriminating variable	


max(mj1+mj2)/mjet
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1D Background Model
f(MR)~e-kMRk = a + b R2cut

f(R2)~e-kR k = c + b MRcut

7.1 QCD multijet background 9

after a turn-on at low MR resulting from the pT threshold requirement on the jets entering the287

megajet calculation. The exponential region of these distributions is fitted for each value of288

R2 to extract the coefficient in the exponent, denoted by S. The value of S that maximizes the289

likelihood in the exponential fit is found to be a linear function of R2
cut as shown in Fig. 2 (right);290

fitting S in the form S = a + bR2
cut determines the values of a and b.
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Figure 2: (Top left) MR distributions for different values of the R2 threshold for events in data
selected in the QCD control box. (Top right) R2 distributions for different values of the MR
threshold for events in data selected in the QCD control box. (Bottom left) The exponential
slope S from fits to the MR distribution, as a function of the square of the R2 threshold for data
events in the QCD control box. (Bottom right) The coefficient in the exponent S from fits to
the R2 distribution, as a function of the square of the MR threshold for data events in the QCD
control box.
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The R2
cut distributions for events satisfying the QCD control box selection, for different values292

of the MR threshold, are shown in Fig. 2 (left). The R2 distribution is exponentially falling,293

after a turn-on at low R2. The exponential region of these distributions is fitted for each value294

of Mcut
R to extract the coefficient in the exponent, again denoted by S0. The value of S0 that295

maximizes the likelihood in the exponential fit is found to be a linear function of Mcut
R as shown296

in Fig. 2 (right); fitting S0 in the form S0 = c + dMcut
R determines the values of c and d. The d297

slope parameter is found to equal the b slope parameter within an accuracy of a few percent as298

shown in Fig. 2. This is used in building a 2D probability density function (pdf) that analytically299

describes the R2 vs MR distribution and recovers an exponential distribution in MR(R2) after300

integrating out R2(MR), exploiting the equality d = b.301

The other backgrounds exhibit the same behavior; each SM process can be described with the302

same functional form but different parameters.303
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Figure 2: (Top left) MR distributions for different values of the R2 threshold for events in data
selected in the QCD control box. (Top right) R2 distributions for different values of the MR
threshold for events in data selected in the QCD control box. (Bottom left) The exponential
slope S from fits to the MR distribution, as a function of the square of the R2 threshold for data
events in the QCD control box. (Bottom right) The coefficient in the exponent S from fits to
the R2 distribution, as a function of the square of the MR threshold for data events in the QCD
control box.
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the R2 distribution, as a function of the square of the MR threshold for data events in the QCD
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From 1D to 2D
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The Background Model6 4 Analysis path
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Figure 1: The MR-R2 plane is sub-divided into five fit regions ( f Ri), shown in green, and six
adjacent signal regions (Si) (red or orange). Data in the fit region (the sum of the all f Ri are used
to extract a background model. The signal regions are then used to establish the agreement
between this model and the data in a region excluded from the fit.

penalty is centred around the value extracted with the width set to the uncertainty from
the fit.

3. The QCD background shape is then extracted by fitting all data in the BVeto box and the
QCD-like shape propagated to the BJet box. The initial parameter estimates for the QCD
shape are taken from MC.

4. We define a fit region in the bottom-left corner of the BJet box (see Fig. 1), where the
number of signal events expected is small compared to the SM background. The areas
excluded from the fit region are expected to have higher sensitivity to potential signal
events.

5. We fit the events in the fit region under the background-only hypothesis to derive a model
for the shape and yields of the SM backgrounds. We then use this background model to
extrapolate to the rest of the analysis region in the R2 –MR plane. The MC dependence
on the final background shape has been shown to be negligible. We quantify the agree-
ment between the data and the background model through the integral of the background
model yield in a limited set of predefined non-overlapping signal regions (SRs), shown in
Fig. 1, motivated by MC studies.

6. Observing no significant excess we proceed to set limits using a hybrid CLs [26] test on the
full R2-MR plane. We use a finer binning of the 2D plane to build a numerical probability
density function (PDF) of the signal distribution for a given signal model.

Each of these steps is described in more detail later.
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The Event Selection
Events collected with set of multijet triggers (4j,5j,
6j) 
At least 6 jets with pT>30 GeV 
MR>500 GeV & R2>0.03 
Three subsamples are considered, depending on lepton 
multiplicity and btag

1 medium btag 
& no lepton

no loose btag 
& no lepton

no loose btag 
& one lepton

QCD 
control 
sample

“lost lepton” 
control 
sample

Search 
sample

Control samples 
to study 

dedicated bkgs
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The Background Model

9

the fit. While this leads to a systematic over-prediction of the background in the turn-on region,
extensive studies have confirmed that the second component, which drives the background
prediction in the signal regions, is unaffected. This allows a loose selection to be used offline
without trying to remove the trigger turn-on region.

Once the background shape parameterization is determined, it is used to estimate the total SM
background yield in regions where new physics signal would be visible. In the absence of such
a signal, the background shape is used to constrain the parameters of the new physics model
under consideration.
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Figure 2: Projection of the 2D fit result on MR (left) and R2 (right) for the BJet box using the
full 2011 CMS MultiJet dataset. The blue histogram is the total SM prediction as obtained
from a single large pseudo-experiment based on the 2D fit, while the histogram uncertainties
show the 68% range from the covariance matrix. The breakdown of the different background
components is also shown. The fit is performed in the R2-MR sideband and projected into the
full region to allow comparison between the prediction from the fit and the data.

8 Signal Regions

In order to establish the compatibility of the background model to the observed dataset, we
define a set of SR on the tail of the background distribution.

The SR are chosen before looking at the data, based on the prediction of the background model
obtained by MC simulation. The SR are defined such that full populated range of MR values
(after the event selection) is covered. Different requirements on R2 are used in different SR,
such that the expected background yield is kept small. The defined SR are shown in Fig. 1.

Using the background model returned by the ML fit, we derive the distribution of the expected
yield in each SR using pseudo-experiments. In order to correctly account for correlations and
uncertainties on the parameters describing the background model, the shape parameters used

No significant excess seen 
Result translated in a limit
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