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SM Higgs Interactionsf
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SM Higgs Production at the LHC 
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SM Higgs production & decay (1) 

2 Gluon-Fusion process2

2.1 Higgs-boson production in gluon–gluon fusion
Gluon fusion through a heavy-quark loop [6] (see Fig. 1) is the main production mechanism of the
Standard Model Higgs boson at hadron colliders. When combined with the decay channels H → γγ ,
H → WW, and H → ZZ, this production mechanism is one of the most important for Higgs-boson
searches and studies over the entire mass range, 100 GeV <∼ MH

<∼ 1 TeV, to be investigated at the
LHC.

Ht,b

g

g

Fig. 1: Feynman diagram contributing to gg → H at lowest order.

The dynamics of the gluon-fusion mechanism is controlled by strong interactions. Detailed studies
of the effect of QCD radiative corrections are thus necessary to obtain accurate theoretical predictions.
In QCD perturbation theory, the leading order (LO) contribution [6] to the gluon-fusion cross section
is proportional to α2

s , where αs is the QCD coupling constant. The main contribution arises from the
top quark, due to its large Yukawa coupling to the Higgs boson. The QCD radiative corrections to this
process at next-to-leading order (NLO) have been known for some time, both in the large-mt limit [7,8]
and maintaining the full top- and bottom-quark mass dependence [9, 10]. They increase the LO cross
section by about 80−100% at the LHC. The exact calculation is very well approximated by the large-mt

limit. When the exact Born cross section with the full dependence on the mass of the top quark is used to
normalize the result, the difference between the exact and the approximated NLO cross sections is only
a few percent. The next-to-next-to-leading order (NNLO) corrections have been computed only in this
limit [11–17], leading to an additional increase of the cross section of about 25%. The NNLO calculation
has been consistently improved by resumming the soft-gluon contributions up to NNLL [18]. The result
leads to an additional increase of the cross section of about 7−9% (6−7%) at

√
s = 7 (14) TeV. The

NNLL result is nicely confirmed by the evaluation of the leading soft contributions at N3LO [19–23].
Recent years have seen further progress in the computation of radiative corrections and in the

assessment of their uncertainties. The accuracy of the large-mt approximation at NNLO has been stud-
ied in Refs. [24–29]. These papers have definitely shown that if the Higgs boson is relatively light
(MH

<∼ 300 GeV), the large-mt approximation works extremely well, to better than 1%. As discussed
below, these results allow us to formulate accurate theoretical predictions where the top and bottom loops
are treated exactly up to NLO, and the higher-order corrections to the top contribution are treated in the
large-mt approximation [30].

Considerable work has also been done in the evaluation of electroweak (EW) corrections. Two-
loop EW effects are now known [31–35]. They increase the cross section by a factor that strongly
depends on the Higgs-boson mass, changing from +5% for MH = 120 GeV to about −2% for MH =
300 GeV [35]. The main uncertainty in the EW analysis comes from the fact that it is not obvious how to
combine them with the large QCD corrections. In the partial factorization scheme of Ref. [35] the EW
correction applies only to the LO result. In the complete factorization scheme, the EW correction instead
multiplies the full QCD-corrected cross section. Since QCD corrections are sizeable, this choice has a
non-negligible effect on the actual impact of EW corrections in the computation. The computation of the
dominant mixed QCD–EW effects due to light quarks [30], performed using an effective-Lagrangian

2M. Grazzini, F. Petriello, J. Qian, F. Stoeckli (eds.); J. Baglio, R. Boughezal and D. de Florian.
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the gluon fusion channel - main LHC production mechanism

Higgs does not couple directly to gluons,
but through a top or bottom quark loop

why?!  more likely to find a gluon in the proton

XXXI PHYSICS IN COLLISION, Vancouver, BC Canada, August 28 - September 1, 2011

full statistics HERA inclusive CC and NC data are
used for NLO and NNLO QCD fits resulting in
HERAPDF1.5 [9]. The same formalism, model and
paramatrisation assumptions as in the HERAPDF1.0
are used in the HERAPDF1.5(NLO) fit.

The QCD predictions for the structure functions are
obtained by solving the DGLAP evolution equations
at NLO (or NNLO) in the MS scheme with the
renormalisation and factorisation scales chosen to be
Q2. The DGLAP equations yield the PDFs at all
values of Q2 above the input scale Q2

0 at which they
are parametrised as a functions of x. The starting
scale Q2

0 is chosen to be 1.9 GeV2 such that the
starting scale is below the charm mass threshold.
The QCD predictions for the structure functions are
obtained by convolution of the PDFs with the NLO
coefficient functions calculated using the general mass
variable favour number RT scheme [10].
For the parametrisation of PDFs at the input scale
the generic form xf(x) = AxB(1 − x)C(1 + Ex2) is
used. The parametrised PDFs are the gluon distribu-
tion xg, the valence quark distributions xuv, xdv, and
the u-type and d-type anti-quark distributions xŪ ,
xD̄. At the starting scale Q2

0 = 1.9 GeV2 xŪ = xū
and xD̄ = xd̄+xs̄. The central fit parametrisation is:

xg(x) = Agx
Bg (1− x)Cg ,

xuv(x) = Auv
xBuv (1 − x)Cuv (1 + Euv

x2),

xdv(x) = Adv
xBdv (1− x)Cdv ,

xŪ(x) = AŪx
BŪ (1− xCŪ ),

xD̄(x) = AD̄xBD̄ (1− xCD̄).

The normalisation parameters A are constrained by
the quark number sum-rules and momentum sum-
rule, extra constrains for small-x behaviour of d−
and u−type quarks Buv

= Bdv
, BŪ = BD̄ and

AŪ = AD̄(1 − fs) (fs is the strange quark distribu-
tion) which ensures that xū → xd̄ as x → 0.

The break-up of the HERA PDFs into different
flavours is illustrated in figure 3. Model uncertainties
(shown as yellow bands in the figure) of the central
fit solution is evaluated by varying the input assump-
tions: Q2

min, fs, mass of heavy quarks mC and mB.
Parametrisation uncertainties (green band) is formed
by an envelope of the maximal deviation from the cen-
tral fit varying parametrisation assumptions in the fit
and therefore has an asymmetric shape. The deter-
mination of parameterisation uncertainties are unique
to HERAPDFs.
An example of the parton distribution functions from
HERAPDF1.5 at NNLO is shown in figure 4. HER-
APDF1.5NLO and NNLO sets are the recommended
HERA PDFs to be used for the predictions of pro-
cesses at LHC.
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Figure 3: The parton distribution functions from
HERAPDF1.0 at Q2 = 10 GeV2. The gluon and sea
distributions are scaled down by a factor of 20. The
experimental, model and parametrisation uncertainties
are shown separately.
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Figure 4: The parton distribution functions from
HERAPDF1.5 NNLO at Q2 = 10000 GeV2, i.e. a region
relevant for the hadron colliders TEVATRON and LHC.
The gluon and sea distributions are scaled down by a
factor 20. The experimental, model and parametrisation
uncertainties are shown separately. For comparison, the
central values of HERAPDF1.0 NNLO are also shown.

2.4. Comparisons to recent LHC and
TEVATRON results

The prediction of the Z boson rapidity distribution,
based on three different PDFs, are compared to the
CDF measurement in figure 5. The predictions of the
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SM Higgs Production at the LHC
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studying VVH couplings

2 Gluon-Fusion process2

2.1 Higgs-boson production in gluon–gluon fusion
Gluon fusion through a heavy-quark loop [6] (see Fig. 1) is the main production mechanism of the
Standard Model Higgs boson at hadron colliders. When combined with the decay channels H → γγ ,
H → WW, and H → ZZ, this production mechanism is one of the most important for Higgs-boson
searches and studies over the entire mass range, 100 GeV <∼ MH

<∼ 1 TeV, to be investigated at the
LHC.

Ht,b

g

g

Fig. 1: Feynman diagram contributing to gg → H at lowest order.

The dynamics of the gluon-fusion mechanism is controlled by strong interactions. Detailed studies
of the effect of QCD radiative corrections are thus necessary to obtain accurate theoretical predictions.
In QCD perturbation theory, the leading order (LO) contribution [6] to the gluon-fusion cross section
is proportional to α2

s , where αs is the QCD coupling constant. The main contribution arises from the
top quark, due to its large Yukawa coupling to the Higgs boson. The QCD radiative corrections to this
process at next-to-leading order (NLO) have been known for some time, both in the large-mt limit [7,8]
and maintaining the full top- and bottom-quark mass dependence [9, 10]. They increase the LO cross
section by about 80−100% at the LHC. The exact calculation is very well approximated by the large-mt

limit. When the exact Born cross section with the full dependence on the mass of the top quark is used to
normalize the result, the difference between the exact and the approximated NLO cross sections is only
a few percent. The next-to-next-to-leading order (NNLO) corrections have been computed only in this
limit [11–17], leading to an additional increase of the cross section of about 25%. The NNLO calculation
has been consistently improved by resumming the soft-gluon contributions up to NNLL [18]. The result
leads to an additional increase of the cross section of about 7−9% (6−7%) at

√
s = 7 (14) TeV. The

NNLL result is nicely confirmed by the evaluation of the leading soft contributions at N3LO [19–23].
Recent years have seen further progress in the computation of radiative corrections and in the

assessment of their uncertainties. The accuracy of the large-mt approximation at NNLO has been stud-
ied in Refs. [24–29]. These papers have definitely shown that if the Higgs boson is relatively light
(MH

<∼ 300 GeV), the large-mt approximation works extremely well, to better than 1%. As discussed
below, these results allow us to formulate accurate theoretical predictions where the top and bottom loops
are treated exactly up to NLO, and the higher-order corrections to the top contribution are treated in the
large-mt approximation [30].

Considerable work has also been done in the evaluation of electroweak (EW) corrections. Two-
loop EW effects are now known [31–35]. They increase the cross section by a factor that strongly
depends on the Higgs-boson mass, changing from +5% for MH = 120 GeV to about −2% for MH =
300 GeV [35]. The main uncertainty in the EW analysis comes from the fact that it is not obvious how to
combine them with the large QCD corrections. In the partial factorization scheme of Ref. [35] the EW
correction applies only to the LO result. In the complete factorization scheme, the EW correction instead
multiplies the full QCD-corrected cross section. Since QCD corrections are sizeable, this choice has a
non-negligible effect on the actual impact of EW corrections in the computation. The computation of the
dominant mixed QCD–EW effects due to light quarks [30], performed using an effective-Lagrangian

2M. Grazzini, F. Petriello, J. Qian, F. Stoeckli (eds.); J. Baglio, R. Boughezal and D. de Florian.
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after applying VBF cuts, 
ggH events contribute 
only 4% - 5% to Higgs

production
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solution:
apply acceptance criteria on 
events to disfavor ggH + 2jet 

kinematics

pTj1j2 > 20 GeV

⌘j1 · ⌘j2 < 0

�⌘j1,j2 > 4

after applying VBF selection,
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only 4% - 5% to Higgs 
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SM Higgs production & decay (3) 
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Fig. 7: (a), (b) LO diagrams for the partonic processes pp → VH (V = W,Z); (c) diagram contributing to the
gg → HZ channel.

√
s = 7 TeV ATLAS expects to exclude a Higgs boson at 95% CL with a cross section equivalent to

about 6 times the SM one [101], while with 5 fb−1 of data and
√
s = 8 TeV CMS expects to exclude

a Higgs boson at 95% CL with a cross section equivalent to about 2 times the SM one [102]. These
results are very preliminary and partially rely on analyses which have not been re-optimized for the
lower center-of-mass energy.

One of the main challenges of these searches is to control the backgrounds down to a precision of
about 10% or better in the very specific kinematic region where the signal is expected. Precise differential
predictions for these backgrounds as provided by theoretical perturbative calculations and parton-shower
Monte Carlo generators are therefore crucial. Further studies (e.g. in Ref. [103]) suggest that with data
corresponding to an integrated luminosity of the order of 30 fb−1 the tt̄ background might be extracted
from data in a signal-free control region, while this seems to be significantly harder for theWbb̄ or Zbb̄
irreducible backgrounds, even in the presence of such a large amount of data.

For all search channels previously mentioned, a precise prediction of the signal cross section and
of the kinematic properties of the produced final-state particles is of utmost importance, together with
a possibly accurate estimation of the connected systematic uncertainties. The scope of this section is to
present the state-of-the-art inclusive cross sections for theWH and ZH Higgs-boson production modes
at different LHC center-of-mass energies and for different possible values of the Higgs-boson mass and
their connected uncertainties.

4.2 Theoretical framework
The inclusive partonic cross section for associated production of a Higgs boson (H) and a weak gauge
boson (V ) can be written as

σ̂(ŝ) =

∫ ŝ

0
dk2 σ(V ∗(k))

dΓ

dk2
(V ∗(k) → HV ) +∆σ , (2)

where
√
ŝ is the partonic center-of-mass energy. The first term on the r.h.s. arises from terms where a

virtual gauge boson V ∗ with momentum k is produced in a Drell–Yan-like process, which then radiates
a Higgs boson. The factor σ(V ∗) is the total cross section for producing the intermediate vector boson
and is fully analogous to the Drell–Yan expression. The second term on the r.h.s., ∆σ, comprises all
remaining contributions. The hadronic cross section is obtained from the partonic expression of Eq. (2)
by convoluting it with the parton densities in the usual way.

The LO prediction for pp → V H (V = W,Z) is based on the Feynman diagrams shown in
Fig. 7 (a),(b) and leads to a LO cross section of O(G2

F ). Through NLO, the QCD corrections are fully
given by the NLO QCD corrections to the Drell–Yan cross section σ̂(V ∗) [104–106]. For V = W, this

29

the Higgs-strahlung channel 

for MH = 125GeV

�(WH,ZH) ⇡ 0.6 pb at 7 TeV

�(WH,ZH) ⇡ 1.5 pb at 14 TeV

lots of backgrounds and
lower production rates 
make these channels

more challenging then 
ggH or VBF....but still 

interesting for certain Higgs 
decays...
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SM Higgs Production at the LHC 

the Higgs-strahlung channel 
�(W,ZH) ⇡ 0.6 pb at 7 TeV

�(W,ZH) ⇡ 1.5 pb at 14 TeV

for MH = 125 GeV

SM Higgs production (4) 

5 ttH process8

5.1 Higgs-boson production in association with tt pairs
Higgs radiation off top quarks qq/gg → Htt (see Fig. 12) plays a role for light Higgs masses below
∼ 150 GeV at the LHC. The measurement of the ttH production rate can provide relevant information
on the top–Higgs Yukawa coupling. The leading-order (LO) cross section was computed a long time
ago [113–117]. These LO results are plagued by large theoretical uncertainties due to the strong de-
pendence on the renormalization scale of the strong coupling constant and on the factorization scales of
the parton density functions inside the proton, respectively. For the LO cross section there are several
public codes available, as e.g. HQQ [64, 118], MADGRAPH/MADEVENT [119, 120], MCFM [112], or
PYTHIA [121]. The dominant background processes for this signal process are ttbb, ttjj, ttγγ , ttZ,
and ttW+W− production depending on the final-state Higgs-boson decay.

q

q

H

t

t

H

g

g

t

t

Fig. 12: Examples of LO Feynman diagrams for the partonic processes qq, gg → ttH.

The full next-to-leading-order (NLO) QCD corrections to ttH production have been calculated
[122–125] resulting in a moderate increase of the total cross section at the LHC by at most ∼ 20%,
depending on the value ofMH and on the PDF set used. Indeed, when using CTEQ6.6 the NLO correc-
tions are always positive and the K-factor varies between 1.14 and 1.22 for MH = 90, . . . , 300 GeV,
while when using MSTW2008 the impact of NLO corrections is much less uniform: NLO corrections
can either increase or decrease the LO cross section by a few percents and result in K-factors between
1.05 and 0.98 forMH = 90, . . . , 300 GeV.

The residual scale dependence has decreased from O(50%) to a level of O(10%) at NLO, if
the renormalization and factorization scales are varied by a factor 2 up- and downwards around the
central scale choice, thus signalling a significant improvement of the theoretical prediction at NLO.
The full NLO results confirm former estimates based on an effective-Higgs approximation [126] which
approximates Higgs radiation as a fragmentation process in the high-energy limit. The NLO effects on
the relevant parts of final-state particle distribution shapes are of moderate size, i.e. O(10%), so that
former experimental analyses are not expected to change much due to these results. There is no public
NLO code for the signal process available yet.

5.2 Background processes
Recently the NLO QCD corrections to the ttbb production background have been calculated [127–131].
By choosing µ2

R = µ2
F = mt

√
pTbpTb as the central renormalization and factorization scales the NLO

corrections increase the background cross section within the signal region by about 20–30%. The scale
dependence is significantly reduced to a level significantly below 30%. The new predictions for the NLO
QCD cross sections with the new scale choice µ2

R = µ2
F = mt

√
pTbpTb are larger than the old LO

predictions with the old scale choice µR = µF = mt +mbb/2 by more than 100% within the typical

8C. Collins-Tooth, C. Neu, L. Reina, M. Spira (eds.); S. Dawson, S. Dean, S. Dittmaier, M. Krämer, C.T. Potter and
D. Wackeroth.
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the ttH channel - Higgs in association with a top quark pair

Yukawa interaction information

�(tt̄H) ⇡ 88 fb at 7 TeV

�(tt̄H) ⇡ 611 fb at 14 TeV
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the ttH channel - Higgs in association with a top quark

�(tt̄H) ⇡ 88 fb at 7 TeV

�(tt̄H) ⇡ 611 fb at 14 TeV

for MH = 125 GeV
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Fig. 41: The SM Higgs production cross section at
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s = 7 TeV.
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SM Higgs production & decay (1) 
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Fig. 35: SM Higgs branching ratios as a function of the Higgs-boson mass.
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Fig. 36: SM Higgs total width as a function of the Higgs-boson mass.

80

2 Gluon-Fusion process2

2.1 Higgs-boson production in gluon–gluon fusion
Gluon fusion through a heavy-quark loop [6] (see Fig. 1) is the main production mechanism of the
Standard Model Higgs boson at hadron colliders. When combined with the decay channels H → γγ ,
H → WW, and H → ZZ, this production mechanism is one of the most important for Higgs-boson
searches and studies over the entire mass range, 100 GeV <∼ MH

<∼ 1 TeV, to be investigated at the
LHC.

Ht,b

g

g

Fig. 1: Feynman diagram contributing to gg → H at lowest order.

The dynamics of the gluon-fusion mechanism is controlled by strong interactions. Detailed studies
of the effect of QCD radiative corrections are thus necessary to obtain accurate theoretical predictions.
In QCD perturbation theory, the leading order (LO) contribution [6] to the gluon-fusion cross section
is proportional to α2

s , where αs is the QCD coupling constant. The main contribution arises from the
top quark, due to its large Yukawa coupling to the Higgs boson. The QCD radiative corrections to this
process at next-to-leading order (NLO) have been known for some time, both in the large-mt limit [7,8]
and maintaining the full top- and bottom-quark mass dependence [9, 10]. They increase the LO cross
section by about 80−100% at the LHC. The exact calculation is very well approximated by the large-mt

limit. When the exact Born cross section with the full dependence on the mass of the top quark is used to
normalize the result, the difference between the exact and the approximated NLO cross sections is only
a few percent. The next-to-next-to-leading order (NNLO) corrections have been computed only in this
limit [11–17], leading to an additional increase of the cross section of about 25%. The NNLO calculation
has been consistently improved by resumming the soft-gluon contributions up to NNLL [18]. The result
leads to an additional increase of the cross section of about 7−9% (6−7%) at

√
s = 7 (14) TeV. The

NNLL result is nicely confirmed by the evaluation of the leading soft contributions at N3LO [19–23].
Recent years have seen further progress in the computation of radiative corrections and in the

assessment of their uncertainties. The accuracy of the large-mt approximation at NNLO has been stud-
ied in Refs. [24–29]. These papers have definitely shown that if the Higgs boson is relatively light
(MH

<∼ 300 GeV), the large-mt approximation works extremely well, to better than 1%. As discussed
below, these results allow us to formulate accurate theoretical predictions where the top and bottom loops
are treated exactly up to NLO, and the higher-order corrections to the top contribution are treated in the
large-mt approximation [30].

Considerable work has also been done in the evaluation of electroweak (EW) corrections. Two-
loop EW effects are now known [31–35]. They increase the cross section by a factor that strongly
depends on the Higgs-boson mass, changing from +5% for MH = 120 GeV to about −2% for MH =
300 GeV [35]. The main uncertainty in the EW analysis comes from the fact that it is not obvious how to
combine them with the large QCD corrections. In the partial factorization scheme of Ref. [35] the EW
correction applies only to the LO result. In the complete factorization scheme, the EW correction instead
multiplies the full QCD-corrected cross section. Since QCD corrections are sizeable, this choice has a
non-negligible effect on the actual impact of EW corrections in the computation. The computation of the
dominant mixed QCD–EW effects due to light quarks [30], performed using an effective-Lagrangian

2M. Grazzini, F. Petriello, J. Qian, F. Stoeckli (eds.); J. Baglio, R. Boughezal and D. de Florian.
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Fig. 6. The measured production strengths for a Higgs boson of mass mH =
125.5 GeV, normalised to the SM expectations, for the individual diboson final
states and their combination. Results are also given for the main categories of each
analysis (described in Sections 4.2, 5.2 and 6.2). The best-fit values are shown by the
solid vertical lines, with the total ±1σ uncertainty indicated by the shaded band,
and the statistical uncertainty by the superimposed horizontal error bars. The num-
bers in the second column specify the contributions of the (symmetrised) statistical
uncertainty (top), the total (experimental and theoretical) systematic uncertainty
(middle), and the theory uncertainty (bottom) on the signal cross section (from QCD
scale, PDF, and branching ratios) alone; for the individual categories only the statis-
tical uncertainty is given.

µγ γ and µ4# are treated as independent nuisance parameters. The
result is:

$mH = 2.3+0.6
−0.7(stat) ± 0.6(sys) GeV (3)

where the uncertainties are 68% confidence intervals computed
with the asymptotic approximation [116]. From the value of the
likelihood at $mH = 0, the probability for a single Higgs boson
to give a value of Λ($mH ) disfavouring the $mH = 0 hypothe-
sis more strongly than observed in the data is found to be at the
level of 1.2% (2.5σ ) using the asymptotic approximation, and 1.5%
(2.4σ ) using Monte Carlo ensemble tests. In order to test the effect
of a possible non-Gaussian behaviour of the three principal sources
contributing to the electron and photon energy scale systematic
uncertainty (the Z → ee calibration procedure, the knowledge of
the material upstream of the electromagnetic calorimeter and the
energy scale of the presampler detector) the consistency between
the two mass measurements is also evaluated by considering ±1σ
values for these uncertainties. With this treatment, the consistency
increases to up to 8%.

To measure the Higgs boson production strength, the parameter
µ is determined from a fit to the data using the profile likeli-
hood ratio Λ(µ) for a fixed mass hypothesis corresponding to the
measured value mH = 125.5 GeV. The results are shown in Fig. 6,

where the production strengths measured in the three channels
and in their main analysis categories are presented. The signal pro-
duction strength normalised to the SM expectation, obtained by
combining the three channels, is:

µ = 1.33 ± 0.14(stat) ± 0.15(sys) (4)

where the systematic uncertainty receives similar contributions
from the theoretical uncertainty on the signal cross section (ggF
QCD scale and PDF, see Table 1) and all other, mainly experimen-
tal, sources. The uncertainty on the mass measurement reported
in Eq. (2) produces a ±3% variation of µ. The consistency between
this measurement and the SM Higgs boson expectation (µ = 1) is
about 7%; the use of a flat likelihood for the ggF QCD scale system-
atic uncertainty in the quoted ±1σ interval yields a similar level
of consistency with the µ = 1 hypothesis. The overall compatibil-
ity between the signal strengths measured in the three final states
and the SM predictions is about 14%, with the largest deviation
(∼ 1.9σ ) observed in the H → γ γ channel. Good consistency be-
tween the measured and expected signal strengths is also found
for the various categories of the H → γ γ , H → ZZ∗ → 4# and
H → WW∗ → #ν#ν analyses, which are the primary experimen-
tal inputs to the fit discussed in this section. If the preliminary
H → ττ [117] and H → bb̄ [118] results, for which only part of
the 8 TeV dataset is used (13 fb−1), were included, the combined
signal strength would be µ = 1.23 ± 0.18.

7.3. Evidence for production via vector-boson fusion

The measurements of the signal strengths described in the pre-
vious section do not give direct information on the relative con-
tributions of the different production mechanisms. Furthermore,
fixing the ratios of the production cross sections for the vari-
ous processes to the values predicted by the Standard Model may
conceal tensions between the data and the theory. Therefore, in
addition to the signal strengths for different decay modes, the sig-
nal strengths of different production processes contributing to the
same decay mode4 are determined, exploiting the sensitivity of-
fered by the use of event categories in the analyses of the three
channels.

The data are fitted separating vector-boson-mediated processes,
VBF and VH, from gluon-mediated processes, ggF and ttH, involv-
ing fermion (mainly top-quark) loops or legs.5 Two signal strength
parameters, µ f

ggF+tt H = µ f
ggF = µ f

tt H and µ f
VBF+V H = µ f

VBF = µ f
V H ,

which scale the SM-predicted rates to those observed, are intro-
duced for each of the considered final states ( f = H → γ γ , H →
ZZ∗ → 4#, H → WW∗ → #ν#ν). The results are shown in Fig. 7.
The 95% CL contours of the measurements are consistent with the
SM expectation. A combination of all channels would provide a
higher-sensitivity test of the theory. This can be done in a model-
independent way (i.e. without assumptions on the Higgs boson
branching ratios) by measuring the ratios µVBF+V H/µggF+tt H for
the individual final states and their combination. The results of
the fit to the data with the likelihood Λ(µVBF+V H/µggF+tt H ) are
shown in Fig. 8. Good agreement with the SM expectation is ob-
served for the individual final states and their combination.

To test the sensitivity to VBF production alone, the data are also
fitted with the ratio µVBF/µggF+tt H . A value

µVBF/µggF+tt H = 1.4+0.4
−0.3 (stat)+0.6

−0.4(sys) (5)

4 Such an approach avoids model assumptions needed for a consistent parame-
terisation of production and decay modes in terms of Higgs boson couplings.

5 Such a separation is possible under the assumption that the kinematic proper-
ties of these production modes agree with the SM predictions within uncertainties.
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Theoretical Uncertainties in Higgs 
Measurement

large systematic uncertainty from higher order QCD 
calculations matched to parton shower - common to both 

ATLAS and CMS
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Table 1
Main sources of experimental uncertainty, and of theoretical uncertainty on the
signal yield, common to the three channels considered in this study. Theoretical
uncertainties are given for a SM Higgs boson of mass mH = 125 GeV and are taken
from Refs. [14–16]. “QCD scale” indicates (here and throughout this Letter) QCD
renormalisation and factorisation scales and “PDFs” indicates parton distribution
functions. The ranges for the experimental uncertainties cover the variations with
pT and η.

Source (experimental) Uncertainty (%)
Luminosity ±1.8 (2011), ±3.6 (2012)
Electron efficiency ±2–5
Jet energy scale ±1–5
Jet energy resolution ±2–40

Source (theory) Uncertainty (%)
QCD scale ±8 (ggF), ±1 (VBF, VH), +4

−9 (ttH)
PDFs + αs ±8 (ggF, ttH), ±4 (VBF, VH)

H → γ γ analysis a different primary vertex definition is used, as
described in Section 4.

Muon candidates [17] are formed by matching reconstructed
tracks in the inner detector (ID) with either complete tracks or
track segments reconstructed in the muon spectrometer (MS). The
muon acceptance is extended to the region 2.5 < |η| < 2.7, which
is outside the ID coverage, using tracks reconstructed in the for-
ward part of the MS.

Electron candidates [18] must have a well-reconstructed ID
track pointing to a cluster of cells with energy depositions in
the electromagnetic calorimeter. The cluster should satisfy a set
of identification criteria requiring the longitudinal and transverse
shower profiles to be consistent with those expected for electro-
magnetic showers. Tracks associated with electromagnetic clus-
ters are fitted using a Gaussian Sum Filter [19], which allows
bremsstrahlung energy losses to be taken into account. The iden-
tification criteria described in Ref. [18] have been modified with
time to maintain optimal performance as a function of pile-up, in
particular for low-pT electrons.

The reconstruction, identification and trigger efficiencies for
electrons and muons, as well as their energy and momentum
scales and resolutions, are determined using large samples of Z →
$$, W → $ν and J/ψ → $$ events [18,20]. The resulting uncer-
tainties are smaller than ±1% in most cases, one exception being
the uncertainty on the electron selection efficiency which varies
between ±2% and ±5% as a function of pT and η.

Photon candidates [21] are reconstructed and identified using
shower shapes in the electromagnetic calorimeter, with or without
associated conversion tracks, as described in Section 4.

Jets [22,23] are built from topological clusters [24] using the
anti-kt algorithm [25] with a distance parameter R = 0.4. They are
typically required to have transverse energies greater than 25 GeV
(30 GeV) for |η| < 2.4 (2.4 ! |η| < 4.5), where the higher thresh-
old in the forward region reduces the contribution from jet can-
didates produced by pile-up. To reduce this contribution further,
jets within the ID acceptance (|η| < 2.47) are required to have
more than 25–75% (depending on the pile-up conditions and Higgs
boson decay mode) of the summed scalar pT of their associated
tracks coming from tracks originating from the event primary ver-
tex. Pile-up corrections based on the average event transverse en-
ergy density in the jet area [26] and the number of reconstructed
vertices in the data are also applied.

Jets originating from b-quarks [27–29] are identified (“b-tagged”)
by combining information from algorithms exploiting the impact
parameter of tracks (defined as the distance of closest approach to
the primary vertex in the transverse plane), the presence of a dis-
placed vertex, and the reconstruction of D- and B-hadron decays.

The missing transverse momentum, Emiss
T [30], is the magni-

tude of the negative vector sum of the pT of muons, electrons,

Table 2
Event generators used to model the signal and the main background processes.
“PYTHIA” indicates that PYTHIA6 [31] and PYTHIA8 [32] are used for the simula-
tions of 7 TeV and 8 TeV data, respectively.

Process Generator

ggF, VBF POWHEG [33,34] + PYTHIA
WH, ZH, tt̄H PYTHIA
H → ZZ∗ → 4$ decay PROPHECY4f [35,36]

W + jets, Z/γ ∗ + jets ALPGEN [37] + HERWIG [38],
POWHEG + PYTHIA, SHERPA [39]

tt̄, tW , tb MC@NLO [40] + HERWIG
tqb AcerMC [41] + PYTHIA6
qq̄ → WW POWHEG + PYTHIA6
gg → WW gg2WW [42,43] + HERWIG
qq̄ → ZZ∗ POWHEG [44] + PYTHIA
gg → ZZ∗ gg2ZZ [43,45] + HERWIG
W γ + jets ALPGEN + HERWIG
W γ ∗,mγ < 7 GeV MadGraph [46–48] + PYTHIA6
W Z/W γ ∗,mZ/γ ∗ > 7 GeV POWHEG + PYTHIA
qq̄/gg → γ γ SHERPA

photons, jets and clusters of calorimeter cells with |η| < 4.9 not
associated with these objects. The uncertainty on the Emiss

T energy
scale is obtained from the propagation of the uncertainties on the
contributing components and thus depends on the considered fi-
nal state. A track-based missing transverse momentum, pmiss

T , is
calculated as the negative vector sum of the transverse momenta
of tracks associated with the primary vertex.

The main sources of experimental uncertainty common to all
the channels considered in this study are summarised in the top
part of Table 1.

3. Signal and background simulation

The SM Higgs boson production processes considered in these
studies are gluon fusion (gg → H , denoted ggF), vector-boson
fusion (qq′ → qq′H , denoted VBF), and Higgs-strahlung (qq̄′ →
WH,ZH, denoted WH/ZH or jointly VH). The small contribution
from the associated production with a tt̄ pair (gg/qq̄ → tt̄ H , de-
noted ttH) is taken into account in the H → γ γ and H → ZZ∗

analyses. Samples of MC-simulated events are employed to model
Higgs boson production and compute signal selection efficiencies.
The event generators are listed in Table 2. Cross-section normali-
sations and other corrections (e.g. Higgs boson pT spectrum) are
obtained from up-to-date calculations as described in Refs. [2,
14–16,49–77]. Table 3 shows the production cross sections and the
branching ratios for the final states considered in this study for a
Higgs boson with mass mH = 125 GeV, while Table 1 summarises
the theoretical uncertainties on the expected signal common to all
channels.

Backgrounds are determined using data alone or a combina-
tion of data and MC simulation, as discussed in Sections 4–6. The
generators employed in most cases are also listed in Table 2. To
generate parton showers and their hadronisation, and to simu-
late the underlying event [78–80], PYTHIA6 (for 7 TeV samples
as well as for 8 TeV samples produced with MadGraph or Ac-
erMC) or PYTHIA8 (for other 8 TeV samples) is used. Alternatively,
HERWIG is employed, combined with the underlying event sim-
ulation provided by JIMMY [81]. When PYTHIA6 or HERWIG is
used, PHOTOS [82,83] is employed to describe additional pho-
ton radiation from charged leptons. The small contributions from
Z (∗) and W (∗) decays to electrons and muons through intermedi-
ate τ -leptons are included in the signal and background genera-
tion.

The following parton distribution function (PDF) sets are used
in most cases: CT10 [84] for the POWHEG, MC@NLO, gg2WW and

J
H
E
P
0
6
(
2
0
1
3
)
0
8
1

Source Range (%)

Integrated luminosity 2.2-4.4

Lepton identification and trigger e�ciency (per lepton) 3

Z(⌫⌫)H triggers 2

Jet energy scale 2-3

Jet energy resolution 3-6

Missing transverse energy 3

b-tagging e�ciency 3-15

Signal cross section (scale and PDF) 4

Signal cross section (pT boost, EWK/QCD) 5-10/10

Statistical precision of signal simulation 1-5

Backgrounds estimated from data 10

Backgrounds estimated from simulation 30

Table 16. Systematic uncertainties in the predicted signal and background yields from the sources
listed. The ranges give the variations over the 7 and 8TeV data sets, di↵erent search channels,
specific processes, and Higgs boson mass hypotheses. The acronym EWK stands for electroweak.

9.4 Results

Maximum-likelihood fits are performed to the output distributions of the BDT algorithms,

trained separately for each channel and each Higgs boson mass value hypothesis in the

110-135GeV range. In the fit, the BDT shapes and normalizations, for signal and each

background component, are allowed to vary within the systematic and statistical uncer-

tainties described in section 9.3. These uncertainties are treated as nuisance parameters,

with appropriate correlations taken into account.

Tables 17–20 summarize the expected signal and background yields for both pT(V) bins

in each channel from the 7TeV and 8TeV data. All the data/MC scale factors determined in

section 9.2 have been applied to the corresponding background yields. Examples of output

BDT distributions, for the mH = 125GeV training and for the high pT(V) bin, are shown

in figure 30. The signal and background shapes and normalizations are those returned by

the fits. Figure 30 also shows the dijet invariant-mass distribution for the combination of

all five channels in the combined 7 and 8TeV data sets, using an event selection that is

more restrictive than the one used in the BDT analysis and that is more suitable for a

counting experiment in just this observable. The events considered are those in the high

pT(V) bin with tighter b-tagging requirements on both jets, and with requirements that

there be no additional jets in the events and that the azimuthal opening angle between the

dijet system and the reconstructed vector boson be large. The H ! bb search with such a

selection is significantly less sensitive than the search using the BDT discriminant and it

is therefore not elaborated on further in this article.

The interpretation of the results from the BDT discriminant analysis, in terms of upper

limits on the Higgs boson production cross section, is given in section 10.
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The Fox-Wolfram Moments1

a rotationally invariant set of observables
constructed from Legendre polynomials

H` =

X

i,j

|~pi||~pj |
s

P`(cos⌦ij)
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hadrons, jets,
calorimeter 

entries...

total angle between 
objects

1Fox, Wolfram, PRL 1978

cos⌦ij = cos ✓i cos ✓j + sin ✓i sin ✓j cos(�i � �j)
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 Legendre Polynomials
occur as series solution to Laplace’s equation in spherical 

coordinates
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Field, Kanev, Tayebnejad PRD 55, 9 (1997)

✦ Top Quark signal at Tevatron

✦ B meson decays at Belle:

Toru Iijima, hep-ex 0105005 (2001)

Fox, Wolfram  Nucl. Phys. B 149 (1979) 413-496

✦ e+ e- to jets

an event shape observable describing correlations 
between four-momentum objects

✦ Higgs physics at the LHC:

C.B., Buschmann, Butter, Plehn PRD 87, 073014 (2013)

VBF H tautau vs Z+2j and Top Pair

The Fox-Wolfram Moments

✦ A Multivariate study of Fox-Wolfram Moments for 
Higgs Analyses at the LHC
C.B., Mellado, Plehn, Ruan, Schichtel, in preparation
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The Fox-Wolfram Moments

H` =

X

i,j

|~pi||~pj |
s

P`(cos⌦ij)

“weight factor”

WT
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pTipTj
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 Fox-Wolfram Moments - 2 jet properties

H` =

2X

i,j=1

WiWj

W 2

tot

P`(cos⌦ij)
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1

(W1 +W2)
2

⇥
W 2

1P`(cos 0) +W 2
2P`(cos 0)

+W1W2P`(cos⌦12)
⇤
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2W1W2

(W1 +W2)
2P`(cos⌦12)

=

1 + 2rP`(cos⌦12)

1 + 2r + r2
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W2

W1

0  r  1
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 Fox-Wolfram moments - 2 jet properties
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 Fox-Wolfram moments - 2 jet properties

even moments - symmetry of even function 
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Cutflow Analysis

pTj1,j2 > 20 GeV 29.4      13.2 

1.49      13.0 

2.73      12.6 

68.9      3.92

NA      3.92

             18.7 

1.41      3.86 

13.9      3.32 

        115000              17200 

93.2      7820 

0.97      7740 

3.84      7440 

96.6      253 

NA       253 

9.17        230 

31.8        157 

9.63       15500 

0.182     15500 

2.32      15100 

95.8        634 

54.0        292 

13.8        252 

66.1        85.4 

             
1/1767

             
1/1788

             
1/1789

             
1/226

                       
1/139

                       
1/125

acceptance
WBF + 1 jet QCD ZJJ Top Pair S / B

% fail   XS (fb) % fail   XS (fb) % fail   XS (fb) 
             

1/7070

                       
1/73

|yj1,j2 | < 5.0

�Rj1j2 > 0.7

mj1j2 > 600 GeV

b� veto

y1 · y2 < 0

|yj1 � yj2 | > 4.4

can cuts on FWM replace or be added to
current cuts used for VBF event selection?
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Cuts on FWM Distributions
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acceptance
WBF + 1 jet QCD ZJJ Top Pair S / B

% fail   XS (fb) % fail   XS (fb) % fail   XS (fb) 

min cuts + b-veto 3.92 253 292 1/139

38.4 2.41 44.4 141 64.6 103 1/101

35.8      2.52 48.1        131 73.3       78.0 1/83

50.1      1.96 60.5        100 81.6       53.7 1/78

64.5      1.39 73.0       68.3 88.0       35.0 1/74

rapidity gap 13.9      3.32 31.8        157 66.1        85.4 1/73

Cuts on FWM Distributions1

HT
3 < 0.3

HT
4 > 0.8

HT
8 > 0.8

HT
12 > 0.7

1C.B. et.al, PRD 87, 073014 (2013)
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Analysis - Cutting on FWM 
after typical WBF cuts are exhausted, can the moments help? 

NA      3.92

             18.7         115000              17200 

NA       253 54.0        292 
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acceptance
WBF + 1 jet QCD ZJJ Top Pair S / B

% fail   XS (fb) % fail   XS (fb) % fail   XS (fb) 
             

1/7070

minimal cuts 
+ b veto

13.9      3.32 31.8        157 66.1        85.4 
                       

1/73central jet cuts

HT
12 > 0.7

                       
1/57

top pair background can be further supressed based on tagging 
jet correlations rephrased ito FWM
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require at least 2 tagging 
jets satisfying minimal 
cuts
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region populated

more power to 
discern WBF from 
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jets have more 
drastically differing 
weights)

 Inclusive FWM:

H` < 0.3
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Classification Rule
A “classifier” is a rule for determining 
which class an instance of a set belongs 
to

sig/bkg event data or MC sample

yj1 yj2 �y12 m12

event 1

event 2

event n

.

.

.

class

S 

B

.

.

.
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y(~x) 2 R map all information of an event onto a real 
number - the “scalar output” of the classifier
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efficiency: 
keep events

ycut y(~x)

keep as signaldiscard as bkg S1(true positive)

B1(false positive)

signalbkg

dN

dy(~x)

"s =
S
1

S
tot

"b =
B

1

B
tot

rejection: 
discard events

rb = 1� "b

rs = 1� "s

0 1

"s

rb
1

1

("s, rb) = (1, 0)

("s, rb) = (0, 1)

if ycut = 1

each point on curve 
corresponds to a cut 
on classifier response

Classification Response and ROC Curves

if ycut = 0
ROC curve

 (Receiver Operating 
Characteristic)
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 Boosted Decision Trees

BS BS

m12 < 378

m12 < 475

m12 < 1710

�y12 > 4.7

�y12 < 4.57

BS

�y12 < 4.67

BS

�y12 > 3.71

each tree is a 
classification rule

boosting: 
combine trees 
into single rule

hi(~x) = +1 (sig), � 1 (bkg)

Adaptive Boost Algorithm:

↵i =
1� erri
erri

erri = misclassification rate

events misclassified are reweighted, another 
tree is built, misclassification rate is updated,

event is reweighted, etc...

y(~x) =
1

N

boost

N
boostX

i

ln(↵i)hi(~x)
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signal VBF +
1 matrix 
element 
level jet 

( process + hard jet) x PS with CKKW using SHERPA

Analysis for H --> diphoton

background 
diphoton +
2 matrix 
element 
level jets

Fastjet anti-
kT algorithm 
with R = 0.4,

8TeV

W/Z

W/Z

H
HW/Z

W/Z

�

�
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BDT Analysis with only 
Tagging Jet Correlations

compare FWM 
with tagging jet 
correlations
used by ATLAS 

{mj1j2 , yj1 , yj2 , �yj1j2}

use FWM after 
applying 
acceptance 
criteria for jets:

pTj > 25 GeV for |yj | < 2.4

pTj > 30 GeV for 2.4  |yj | < 4.5

|�yj1j2 | � 2 and mj1j2 > 150 GeV

1Hoecker et.al. , Toolkit for Multivariate Analysis , http://tmva.sourceforge.net

Decision Tree 
Settings1: 

Ntrain, Ntest = 100K, 50K
Ntrees, Nlayers = 400, 3
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Results of BDT Analysis Including FWM
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HU,�
1 =

1

2

+

1

4

cos��12 HT,�
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B rejection

Sp
S +B

improvement

ATLAS default 88.7% 198.7 (-0.14)

HT,�
1 , HU,�

1 95.2% 209.166 (-0.07) 5.3%

HT,�
1 94.9% 206.703 (-0.08) 4.0%

HU,�
1 95.2% 208.821 (-0.08) 5.1%

cos��12 95.2% 208.821 (-0.08) 5.1%

Hx,�

`

=

P
N

i,j=1 W x

ij

P
`

(cos��
ij

)

Results of BDT Analysis Including FWM1

1Bernaciak, Mellado, Plehn, Ruan, Schichtel, in preparation
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Results of BDT Analysis Including FWM1

improvement with 
redefinition of FWM: Hx,�

`

=

P
N

i,j=1 W x

ij

P
`

(cos��
ij

)

B rejection

Sp
S +B

improvement

ATLAS default 88.7% 198.7 (-0.14)

HT,�
1 ! HT,�

20 , HU,�
1 ! HU,�

20 95.0% 208.901 (-0.07) 5.1%

HT,�
1 , HT,�

3 , HU,�
1 , HU,�

3 95.3% 209.115 (-0.08) 5.3%

HT,�
1 , HT,�

2 , HU,�
2 , HU,�

2 95.2% 209.132 (-0.08) 5.3%

HT,�
1 , HU,�

1 95.2% 209.166 (-0.07) 5.3%

HT,�
1 94.9% 206.703 (-0.08) 4.0%

HU,�
1 95.2% 208.821 (-0.08) 5.1%

cos��12, W
T
12 95.3% 209.299 (-0.08) 5.3%

cos��12 95.2% 208.821 (-0.08) 5.1%

redefinition of FWM offer modest improvement over ATLAS default variables

1Bernaciak, Mellado, Plehn, Ruan, Schichtel, in preparation
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Conclusions - Future Work
✦FWM suitable for both cut-based and 
decision tree analysis - offer consistent 5%
improvement for azimuthal angle definition

✦combinations of U and T weighted moments are better
than T alone, U may be sufficient alone

✦total angle moments - offer 1% improvement for MVA as 
opposed to Cut-Based Analysis - need to understand why

✦the FWM are an interesting addition to the
variables currently used in Higgs analyses

Work Underway
✦compare with Neural Network MVA

✦incorporate 3rd jet and its scale uncertainty into this analysis

✦can moments be used as a modified jet veto? 
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