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Abstract
The goal of immunotherapy is to mobilize the immune system to kill cancer cells.
Immunotherapy is more effective and, in general, the prognosis is better, when more immune
cells infiltrate the tumor. We explore the question of whether the spatial distribution rather than
just the density of immune cells in the tumor is important in forecasting whether cancer recurs.
After reviewing previous work on this issue, we introduce a novel application of maximum
entropy to quantify the spatial distribution of discrete point-like objects. We apply our
approach to B and T cells in images of tumor tissue taken from triple negative breast cancer
patients. We find that the immune cells are more spatially dispersed in good clinical outcome
(no recurrence of cancer within at least 5 years of diagnosis) compared to poor clinical
outcome (recurrence within 3 years of diagnosis). Our results highlight the importance of
spatial distribution of immune cells within tumors with regard to clinical outcome, and raise
new questions on their role in cancer recurrence.

Keywords: cancer, tumor microenvironment, maximum entropy, fractal dimensions, spatial
distribution, immune cells, tumor infiltrating lymphocytes
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1. Introduction

1.1. Why should physicists work on cancer?

Why should physicists pay attention to cancer as a research
topic? Traditionally, cancer research has been the purview of
biologists and medical researchers. Yet, despite the billions of
dollars that have been spent on the war on cancer, far too many
people are still battling this disease. Consider the following
statistics. Worldwide, in 2018, approximately 18 million new
cases of cancer were diagnosed and 9.6 million people died of
cancer (17% of deaths) [1]. In the United States alone about
600 000 people die of cancer each year [2]. This accounts for
1 in 4 deaths. It is estimated that during their lifetime, one
in two men and one in three women will be diagnosed with
cancer [3]. These statistics highlight the need for new ways of
thinking.

As a result, interdisciplinary collaborations of cancer
researchers, physicists, mathematicians, engineers and com-
puter scientists have been working to hasten progress with
new techniques and different approaches. There have been
efforts in both the public and private sector to encourage
physicists, mathematicians and engineers to collaborate with
cancer researchers and clinical oncologists (medical doctors
specializing in cancer). For example, the National Cancer
Institute sponsors a Physical Sciences Oncology Network, and
Stand Up to Cancer sponsors interdisciplinary convergence
teams consisting of theoreticians and oncologists. Since can-
cer mortality is still high, the hope is that new perspectives and
approaches from other fields could lead to new discoveries.

Traditionally, physicists have developed tools that are com-
monly used to screen, diagnose and treat cancer such as x-rays,
ultrasound, radiation therapy, and magnetic resonance imag-
ing (MRI). Even now, physicists are advancing technologies
to help in the fight against cancer. These include ultra-low
field MRI that holds the promise of cheaper MRI machines
with much better contrast than high field MRI that could
image prostate cancer, for example [4]. (Contrast refers to the
ability to differentiate between different types of tissue, e.g.,
bone, fat, muscle, etc.) Prostate cancer is typically a hetero-
geneous mixture of healthy and cancerous cells rather than a
well defined solid tumor, making it a challenge to image with
current clinical high field MRI [4]. Another example is lab-
on-a-chip microhabitats that can be used for in vitro models
of 3D tumors with functioning blood vessels [5]. Nanofabri-
cated microhabitats such as these and others enable anti-cancer
drugs to be screened as well as providing a platform to study
drug resistance [6, 7].

Computer simulations and analytic calculations, tools com-
mon to theoretical physicists, are being increasingly applied,
sometimes to great effect, in cancer research. Historically, in
1943, the physicist, Max Delbruck, worked out the statistical
distribution of mutant cells to explain Salvador Luria’s obser-
vations of bacterial resistance to viral infections [1943]. These
equations still help to predict how cancers develop chemother-
apy resistance. In the 1970s, Larry Norton and Richard Simon
showed that tumor growth obeys Gompertz’ law which means
that tumors do not simply grow exponentially forever but tend

to grow slower as they get larger [9]. This led them to for-
mulate the Norton—Simon hypothesis that the rate at which
a tumor shrinks in response to chemotherapy is proportional
to what its growth rate would have been had that tumor been
left untreated at that size [10, 11]. This concept suggests that
tumors given less time to regrow between treatments are more
likely to be destroyed. This led to an approach to chemother-
apy called sequential, dose-dense treatment which is now an
international standard of care [12—14].

Although mathematical modeling continues to guide
chemotherapy regimens [15], it has a much wider range of
applicability to cancer-related problems. For example, using
the principles of evolutionary biology, modeling has been used
to study tumor initiation, growth and response to treatment [16,
17]. Another example is the use of evolutionary game theory to
study strategic interactions between cancer and stromal cells
without needing a detailed understanding of signaling path-
ways [18, 19]. Game theory has also been applied clinically to
administer adaptive therapies [20, 21].

Aside: let us pause a moment to explain some terms in
the previous paragraph. A signaling pathway is a sequence of
switches in a cell in which protein A activates or deactivates
protein B that in turn switches protein C on or off, etc. A tumor
is more than just a collection of cancer cells. The cancer cells
typically cluster in cancer cell islands about 100 microns in
diameter that are surrounded by stroma consisting of colla-
gen fibers, blood vessels, and various types of cells. We will
describe this further below.

In addition to tools, physicists bring a different perspec-
tive that can provide a broader context for viewing cancer.
Cancer research typically focuses on signaling pathways that
have been over-activated or deactivated due to gene mutations.
These aberrant signaling pathways enable a tumor to grow
and spread. Regarding the tumor microenvironment (TME)
(described below) more holistically, some of these signaling
pathways can be viewed as part of the mechanobiology of
tumors. Cells sense the stiffness of their surroundings, e.g.,
through proteins that link the cell to other cells or to the extra-
cellular matrix, and this can cause cancer cells to proliferate,
change their shape, or move through various signaling path-
ways [16, 22]. Cells in the tumor can respond by remodelling
their microenvironmentto make it stiffer by increasing the den-
sity of collagen fibers so that the tumor becomes a ‘lump’. This
stiffness can be measured with tools such as ultrasound, mag-
netic resonance elastography [23], sensitive microindenters
[24], and atomic force microscopy indentation [25]. Cancer
cells themselves can become stiffer or softer than normal cells,
and this can be measured with a variety of techniques such as
magnetic bead rheology [26, 27], optical tweezer manipulation
of beads attached to cells [28], scanning force microscopy [29,
30] and an optical stretcher that uses the momentum transfer
from opposing laser beams to deform a cell [29, 31]. Softer,
more deformable cancer cells enhance their motility and abil-
ity to metastasize (spread to other organs) [29] which can
be further enhanced by using collagen fibers as tracks along
which to migrate [32].

Not only the rheology of cells but also their shape can give
insight into their motility. By drawing an analogy to transitions
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between jammed and unjammed collections of packed objects,
Lisa Manning and her collaborators have quantitatively shown
that cells with a larger aspect ratio are more motile while
those with a smaller aspect ratio are jammed [33-35]. This
is an example of how concepts from physics can bring new
perspectives to cancer research.

Physical concepts can also provide organizing principles.
For example, cancer can be considered from the viewpoint
of the breakdown of regulation of mass transport at differ-
ent length scales with metastasis and tissue invasion being at
the cell-tissue level and signaling molecules enabling rogue
signaling pathways being at the intracellular level [16, 36].
(Explanation of tissue invasion: epithelial cells line the inner
surfaces of tubes and cavities in the body, e.g., the lungs and
gastrointestinal tract. Carcinomas are cancers that originate
from epithelial cells. Invasive carcinomas refer to cancer cells
that break through the basement membrane, a tough sheath of
tissue that underlies the epithelial cells, and that invade tissue
where epithelial cells do not belong.)

In short, physicists collaborating with cancer researchers
can bring experimental and theoretical tools as well as new
ideas that provide unifying principles and a broader perspec-
tive. These have the potential to open new avenues of inquiry.
In addition physicists bring a cultural ethos that can promote
more quantitative and reproducible measurements. About 90%
of preclinical cancer research results are not reproducible [37].
The biotech company Amgen tried to confirm the results of
fifty-three landmark studies and found that they could only
confirm the scientific findings in six cases (11%). In the cases
where the results could not be reproduced, the investigators
often presented the results of only one experiment rather than
findings that were reflective of the entire data set. Amgen’s
findings are consistent with other studies. For example, Bayer
HealthCare in Germany reported that only about 25% of pub-
lished preclinical studies could be validated [38]. 70% of the
studies analyzed by Bayer involved cancer research, some of
which might have also been analyzed in the Amgen study.

A greater exchange of research information before pub-
lication could also help to hasten progress. For example, in
physics, there is an online preprint archive (https://arxiv.org)
where researchers post preprints before publication. Unfor-
tunately, even though such an archive exists in biology
(www.biorxiv.org), many biologists are not interested in uti-
lizing such an archive [39]. One reason is that some biologists
are afraid of other researchers stealing their results, which is
rather ironic given the poor track record of reproducibility of
biological research results [37, 38].

Current cancer research focuses on developing therapeutics
that target signaling pathways on which the growing tumor
depends. Yet, all too often these chemotherapy drugs, com-
bined with surgery and radiation, provide only a temporary fix
as the cancer develops resistance and recurs [40]. This resis-
tance can come from a variety of sources, e.g., cancer cells
can develop mutations that render a particular chemotherapy
drug ineffective, or poorly organized blood vessels in the tumor
can compromise the delivery of chemotherapy drugs as well as
oxygen to some cancer cells [41, 42]. In the latter case, the lack

of oxygen (hypoxia) can increase resistance to chemotherapy
and radiation treatment as well as impair the immune response
to cancer [41, 42].

In recent years, a paradigm shift has occurred. Rather than
using drugs to kill the cancer, immunotherapy mobilizes the
immune system to kill cancer cells. Immunotherapy is more
effective when the immune cells recognize the cancer and infil-
trate the tumor. In fact, for some types of cancer, the prognosis
is better when the density of killer T cells (that can kill can-
cer cells) is higher in the tumor, even if no immunotherapy is
employed. We will discuss this more below, but suffice it to
say that while immunotherapy has shown promising results,
we are still a long way from curing cancer.

As Robert Austin has pointed out [43], such failure means
that we just do not understand the basic principles behind can-
cer. We must think more broadly and physicists can help to
expand the way we approach cancer. For example, an exclu-
sive focus on signaling pathways and gene mutations ignores
the physical characteristics of tumors. In particular, it ignores
the spatial aspects of tumors, e.g., the spatial organization of
cells and structures. Such spatial structure can affect the ways
cells interact with each other and the structures in their envi-
ronment. Studies on the spatial aspects of tumors could lead to
different approaches and treatments.

In this article, after an overview of cancer, immunology and
immunotherapy, we give examples of how techniques used by
physicists can be applied to quantify the spatial distribution
of immune cells in tumors. These techniques include fractal
dimensions and maximum entropy.

1.2. Epidemiology of breast cancer

Since the rest of this article will focus on breast cancer, we
begin with some breast cancer statistics. According to the most
recent Global Cancer Statistics (GLOBOCAN 2018), breast
cancer represented 11.6% of all cancers in 2018, making it
the second most commonly occurring cancer after lung can-
cer, and the cause of 6.6% of total cancer deaths worldwide
[44]. In 2020 in the United States, it is estimated that over
270000 women will be diagnosed with invasive (stage 1 and
higher) breast cancer; about 50 000 women will be diagnosed
with in situ (stage 0) breast cancer; about 40 000 women will
die of breast cancer; and about 2000 men will be diagnosed
with breast cancer [45].

One of the more aggressive types of breast cancer is triple
negative breast cancer (TNBC). TNBC cells lack appreciable
expression of three receptors of ligands that promote growth
of cancer cells. (Receptors are proteins on the surface of the
cell that bind to specific molecules called ligands.) These
three receptors are hormone epidermal growth factor receptor
2 (HER-2), estrogen receptors (ER) and progesterone recep-
tors (PR). TNBC occurs in 15%—-20% of breast cancer cases.
According to a recent study of TNBC, 76.2% of recurrences
occurred within the first 5 years after surgery, with the median
time of recurrence of 2.7 years [46]. We mention this type of
breast cancer because some of the results below involve TNBC
patients.
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1.3. Importance of the tumor microenvironment

As we mentioned above, tumors do not consist solely of cancer
cells because they need a supportive environment known as
the TME in order to survive and thrive [47]. The TME can be
thought of as an ecosystem consisting of blood vessels, lymph
vessels (see below), various types of immune cells, fibroblasts,
extracellular matrix, etc. (Fibroblasts are cells that synthesize
extracellular matrix and fibers such as collagen; fibroblasts are
the most common cells in connective tissue.)

The evolution and progression of cancer depends on the
TME. For example, the TME can play an important role in
tumorigenesis, i.e., in the formation of tumors [48]. In par-
ticular, damage to the TME can cause pre-malignant cells to
become malignant [48-51]. For example, injecting a cancer-
causing virus (Rous sarcoma virus) into the wing of a chicken
produces a tumor at the injection site but not elsewhere, even
though the virus has spread throughout the chicken. If the other
wing is then wounded, a tumor is formed at the site of the
wound [49]. In another experiment [50], pre-malignant cells
(COMMA-D mammary epithelial cells with p53 mutations)
placed on previously irradiated tissue (mammary fat pads in
mice) were about four times more likely to form tumors than
when the cells were placed on non-irradiated tissue. Further-
more, the tumors on the irradiated tissue were significantly
larger and grew more quickly than those on the non-irradiated
tissue. One reason that damaging the TME promotes tumorige-
nesis is that the growth factors (signaling proteins like TGF-/3)
that are produced as part of the wound-healing process also
promote the inception and growth of tumors [52] as well as
metastasis [53].

Lymph vessels are another component of the TME and can
be thought of as a sewage system for cells. Cells are bathed
in interstitial fluid from which they absorb nutrients and into
which they dump waste. Lymph vessels take up interstitial fluid
and conduct it to lymph nodes. The fluid inside lymph vessels
is referred to as lymph. Eventually lymph is conveyed to blood
vessels (veins). The lymphatic system is much more than just
a waste removal system; it is an important part of the immune
system as we describe below.

2. Introduction to how lymphocytes fight cancer

Immunology is a fascinating and complex field of study. A
good introductory text is [54] and much of what follows in
this section comes from that book. Here we will only give a
few brief facts to equip the reader with what will be needed
to follow this article. White blood cells are immune cells. In
this article we will focus on lymphocytes which are a subset
of white blood cells. The two main categories of lymphocytes
are T cells and B cells. B cells are best known for producing
antibodies, which are proteins that recognize and attach to anti-
gens, e.g., a specific protein on invading bacteria or viruses.
The antibody tags the invader for destruction by other cells in
the immune system, e.g., macrophages. The B cells that spe-
cialize in producing antibodies are called plasma cells. How-
ever, B cells can perform other functions such as presenting
antigens for (helper) T cells to inspect, and secreting cytokines

which are chemical signaling molecules that direct the actions
of other immune cells.

T cells only recognize antigens in the form of pieces of pro-
teins called epitopes that are displayed on the surface of anti-
gen presenting cells (APCs) in ‘display cases’ that are called
major histocompatibility complexes (MHCs). You can think of
an MHC as a hot dog bun and the epitope as the hot dog [54].
The surfaces of T cells have T cell receptors (TCRs) which
are antibody-like protein complexes that recognize and bind
to their cognate antigens, i.e., specific epitopes in the MHCs.
In general, the TCRs on different T cells will recognize dif-
ferent antigens just as the locks on front doors of different
houses require different keys. There are three main types of T
cells: killer T cells (cytotoxic T lymphocytes or CTLs), helper
T cells, and regulatory T cells. Cytotoxic T cells are able to
kill unwanted cells, e.g., cancer cells and virus-infected cells.
Helper T cells (Th cells) secrete cytokines and help activate
CTLs and B cells. Regulatory T cells suppress the immune
system in order to keep it from overreacting or from acting
inappropriately. In the lab, these different types of T cells can
be distinguished by specific protein complexes on their sur-
faces. In particular, cytotoxic T cells and helper T cells express
CD8 and CD4 co-receptors, respectively, on their surface. So
we sometimes refer to killer T cells as CD8*1 T cells, and
helper T cells as CD4 ™ T cells. The plus sign in the superscript
means that these cells stain positive for these protein markers
by binding with their respective color-coded antibodies in the
immunostaining process.

Lymph nodes are small bean-shaped structures where
immune cells (such as T cells, B cells and APCs that present
antigens to certain lymphocytes such as T cells) meet and com-
municate. B cells and T cells that find their cognate antigens
in lymph nodes can also be activated there. Lymph nodes are
highly organized with B cells congregating together with other
B cells in a region called the cortex while T cell aggregate
together with other T cells in the paracortex (which is adjacent
to the cortex).

Lymphocytes must be activated before they can function.
Activation requires recognition of the B or T cell’s cognate
antigen followed by a second, or co-stimulatory, signal. For
example, to activate a helper T cell, its TCR must bind to
its cognate antigen displayed by an APC which could be a
dendritic cell, a B cell or a macrophage. The co-stimulatory
signal consists of a protein on the surface of the APC, e.g.,
B7, binding to a receptor, e.g., CD28, on the surface of the
Th cell. Once the Th cell is activated, it proliferates, produces
cytokines to help direct other immune cells, and helps activate
other immune cells, e.g., B cells and cytotoxic T cells.

In order to kill cancer cells, activated cytotoxic T cells (or
effector CTLs) must infiltrate the tumor and find their cog-
nate antigens expressed on cancer cells. These cancer antigens
are unique to cancer cells and appear foreign to the immune
system; they are often referred to as neoantigens. Tumors
with cancer cells that have many mutations have a greater
chance of producing neoantigens that can be recognized by
the immune system. For example, melanoma (a type of skin
cancer) tends to have a high mutational burden. Tumor muta-
tional burden can be measured in units of number of mutations
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per megabase (10° bases). Melanoma tumors typically have a
median mutational burden of 10 mutations per megabase [55].

Cancer cells can evade detection and destruction by killer T
cells in a variety of ways such as mutating to prevent their anti-
gens from being presented or recognized by cytotoxic T cells,
or by promoting an environment that suppresses the immune
system, e.g., by emitting various cytokines [56] or by rapid
consumption of the amino acid tryptophan to starve killer T
cells of tryptophan. Cancer cells can also restrain CTLs from
killing and proliferating by expressing ligands for immunosup-
pressive receptors (checkpoint proteins) on killer T cells. For
example, one of these checkpoint protein receptors found on
the surface of CTLs is called programmed cell death 1 (PD-1).
When the ligand for PD-1, which is called programmed cell
death ligand 1 (PD-L1), binds to PD-1, the killer T cell does
not function very well. Cancer cells with PD-L1 basically have
a ‘key’ or ligand that can effectively neutralize killer T cells by
inserting the PD-L1 ‘key’ into the ‘lock’ or receptor. Thus the
cancer cells can prevent the killer T cells from killing the can-
cer cells. As we will see below, one immunotherapy strategy
is to block ligation of checkpoint proteins.

3. Introduction to immunotherapy

Currently, there is a great deal of interest in treating cancer by
using immunotherapy to mobilize the immune system to kill
cancer cells. We describe below some ways in which this is
being done. (For more details, see [54].)

Monoclonal antibodies are antibodies produced in the lab-
oratory that target specific proteins on the surface of cells. For
example, some particularly aggressive types of breast cancer
cells express high amounts of a growth factor receptor called
HER2. When growth factor proteins bind to (or ligate) this
surface receptor, the cancer cells proliferate. The monoclonal
antibody Herceptin (trastuzumab) can bind to the HER2 recep-
tor and prevent the growth factor proteins from ligating the
receptor, thus blocking the growth signals and slowing growth.
In combination with chemotherapy, Herceptin has proven to
be an effective treatment of HER-2 positive breast cancer,
i.e., breast cancer which overexpresses the hormone receptor
HER-2 [3].

3.1. Checkpoint inhibitors: antibodies that block the ability
of cancer cells to turn off killer T cells

Checkpoint inhibitors are monoclonal antibodies that are used
to interrupt the way that cancer cells deactivate killer T cells.
As we mentioned above, activated cytotoxic T cells express
‘checkpoint’ protein receptors on their surface that, when lig-
ated, suppress the activity of CTLs. In particular, a cancer cell
can express PD-L1 on its surface and bind this ligand to a PD-
1 receptor on a CTL to prevent being killed by a cytotoxic T
cell. Checkpoint inhibitors are monoclonal antibodies that bind
to, e.g., PD-1 or PD-L1, thus preventing the cancer cell from
deactivating the killer T cell. It is analogous to taping over the
keyhole or wrapping tape around the key so that the key cannot
go into the keyhole.

A number of checkpoint inhibitors are being used clinically
to treat several different types of cancer [57]. Immunother-
apy that blocks the binding of PD-1 to PD-L1 works best
if the tumor cells express large amounts of PD-L1, as in
Hodgkin’s lymphoma where the response rate approaches
90% [54]. However, for other types of cancers, the response
rate is about 20%—40% [54, 56, 58]. Checkpoint inhibitors
tend to be more effective in cancers with a high mutational
load such as melanoma because these have a greater chance
of activating CTLs. Breast cancer, on the other hand, has a
more moderate mutational load with a median of about 1 per
megabase [55]. However, the immunogenicity of breast cancer,
i.e., its ability to induce an immune response, is heterogeneous
and depends on the subtype of breast cancer [59]. Among
the various types of breast cancer, TNBC tends to have the
highest concentration of tumor infiltrating lymphocytes (TILs)
which is an important indicator of response to immunother-
apy [60, 61]. Indeed, TNBC patients whose tumors expressed
PD-L1 had a median survival time that was 7 months longer
when treated with a monoclonal antibody (atezolizumab) that
bound to PD-L1 plus chemotherapy (nab-paclitaxel) compared
to patients treated with chemotherapy alone [60, 62]. (There
was no benefit for patients whose tumors did not express PD-
L1.) Hope Rugo speculated that chemotherapy may improve
response to immunotherapy by making the tumor look more
foreign [60].

3.2. CAR T cell therapy: engineering T cell receptors

As we mentioned earlier, T cells have TCRs that bind to spe-
cific antigens. The TCRs on a given T cell are all identical
and recognize one specific antigen which is referred to as the
TCR’s cognate antigen. Different T cells have different TCRs.
If the TCRs on a T cell recognize and bind to their cognate
antigen, the T cell proliferates, i.e., divides to produce daugh-
ter cells with identical TCRs. CAR T cell therapy is a rapidly
emerging cancer treatment in which the TCR is artificially
engineered to recognize antigens on cancer cells. CAR stands
for ‘chimeric’ antigen receptor. (Chimera was a beast in Greek
mythology that had the head of a lion, the body of a goat and
a serpent’s tail.) The receptors on CAR T cells are designed
to recognize and bind to specific surface proteins. It is impor-
tant to note that these CAR T cognate antigens need not be
presented by MHC molecules [54]. Cells that display these
cognate proteins are then destroyed by the CAR T cells. CAR T
cell therapy has been most successful in treating blood cancers
such as leukemia and lymphoma.

Cancer immunotherapy is still in its infancy and a wide vari-
ety of strategies are being investigated to boost the immune
response and suppress tumor evasion of the immune system
[56]. These include oncolytic (cancer killing) viruses [63],
neoantigen vaccines [64, 65], and local tumor hyperthermia
(heating) to boost immune cell response and make the tumor
more susceptible to immune attack [66, 67].

3.3. Spatial distribution of immune cells

Immunotherapy is more effective when lymphocytes recog-
nize cancer antigens and invade tumors. This is why a high



Rep. Prog. Phys. 84 (2021) 022601

Key Issues Review

density of TILs is indicative of a better response to check-
point inhibitors [68—71]. However, even for patients that do
not receive immunotherapy, a high density of TILs is associ-
ated with a good prognosis in several types of cancers [72—74].
For example, higher densities of CD3" and CD8™ T cells were
associated with a lower rate of recurrence in colorectal carci-
noma [75]. (CD3 is a marker for all T cells and CDS is a marker
for cytotoxic (killer) T cells.) In the case of patients with triple
negative and HER2-positive breast cancers, a higher density
of TILs is associated with a better prognosis [61]. While the
prognostic value of the density of CD3™ and CD8" T cells
infiltrating tumors is well known, the clinical significance of
other types of immune cells, such as B cells, is less clear
[76,77].

Averaging cell densities over the entire tissue overlooks
the spatial heterogeneity in the distribution of TILs within
the tumor which may be clinically important [78-80]. If
we view the TME in ecological terms, interactions between
the different components of this ecosystem depend upon
their spatial organization. Regional differences in selective
pressures produce microhabitats resulting in phenotypic and
genetic heterogeneity [81, 82]. (Phenotype refers to the set of
observable characteristics.) So it is worth considering whether
the spatial distribution of TILs is associated with a differ-
ence in clinical outcome, i.e., in whether or not the cancer
recurs.

In the following sections, we will describe ways to quan-
tify the spatial distribution of immune cells. This will consist
of a review of techniques found in the research literature as
well some techniques that we have developed. It turns out that
the spatial distribution of lymphocytes is indeed clinically sig-
nificant. In particular, we find that TILs are more spread out
in tumors of patients who do not experience a recurrence of
TNBC while the TILs tend to be more clustered in cases where
cancer recurs. This leads to the open question of what factors
determine the spatial distribution of lymphocytes. Answer-
ing this question could lead to new immunotherapy strategies.
Regarding the techniques to measure the spatial distribution,
these may some day be useful as prognostic indicators to give
the probability of cancer recurrence. If used in conjunction
with clinical trials of new therapeutics, these techniques may
be able to indicate which patients will likely respond to a
given treatment. Since immunotherapy can be quite expen-
sive and produce severe side effects, having ways to decide
which patients are good candidates for a certain therapy could
be valuable.

3.4. Review of previous work on the spatial distribution of
immune cells

So let us consider the problem of quantifying the spatial dis-
tribution (or arrangement) of cells in histology-based images
with a single scalar number. (Histology is the study of the
microscopic anatomy of tissues.) There have been a num-
ber of efforts to quantify spatial heterogeneity of the TME
based on comparing populations of cells [83]. For example,
the Morisita—Horn index, M, was used to quantify the spatial
colocalization of tumor and immune cells, and it is defined as

follows: R
_ 221' PzL 24
S () 4 (p)

where pF and pf are the fractions of immune cells and cancer
cells within a region i, and the tumor has been divided into a
total of R regions with 1 < i < R [83]. It was found that signif-
icant colocalization of tumor and immune cells was associated
with a higher disease-specific survival in HER2-positive breast
cancers [83, 84].

The Getis—Ord analysis [85] was used to locate immune
hotspots where the clustering of immune cells was signifi-
cantly above background [86]. The analysis divides an image
of tumor tissue into n regions with a grid of squares and then
assigns a z score to each region i using

D wijei—(e) X wi

S Lt )]

where c; is the number of cancer cells or lymphocytes in region
Js (c) is the average value of ¢, and w;; = 1 if regions i and j are
neighbors and 0 otherwise. If the p-value (defined below) asso-
ciated with z; satisfies p; < 0.05, then the region is considered
a clustering hotspot. Colocalization occurs in regions that are
hotspots for both immune cells and cancer cells. A combined
immune-cancer hotspot score was found to be associated with
good prognosis in ER-negative breast cancer [86].

A quantitative measure of the infiltration of immune cells
into a tumor is the intratumor lymphocyte ratio (ITLR) which
is defined as the ratio of the number of intratumor lymphocytes
to the total number of cancer cells in a histological sample [87].
A high ITLR was found to be associated with good disease
specific survival in ER-negative/HER2-negative breast cancer
[87].

Natrajan et al [88] quantified the spatial heterogeneity in
breast tumors with regard to the proportions of different cell
types, e.g., cancer cells, lymphocytes and stromal cells, in dif-
ferent regions of the tumor by calculating the Shannon entropy
in each tumor region:

ey

)

Z

dj ==Y pilogp:, 3)
i=1

where m is the number of cell types being considered and p;
is the fraction of the ith cell type in region j. The larger the
value of the Shannon diversity index d;, the more heteroge-
neous the environment in terms of the diversity of the cell
types. Since the image was divided into n regions, the Shan-
non diversity index had a distribution of values. Natrajan et al
[88] used Gaussian mixture models to fit the distribution of
Shannon entropies. Their ecosystem diversity index (EDI) was
the number of Gaussians needed to fit the distribution. They
found that high EDI values were associated with high micro-
environmental diversity and poor prognosis. Somewhat ironi-
cally, if most of the regions have high Shannon entropies such
that a single Gaussian can be used to fit the distribution, then
the EDI is low.
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The irregular shape of tumors brings to mind fractals.
Indeed, fractal dimensions (FDs) [89] have been used to char-
acterize the irregular morphology of tumors [90-92] and vas-
culature [93, 94] as well as subcellular structures such as mito-
chondria [95] and nuclei [96]. There are numerous ways to
calculate FDs. In the box counting method, the number N of
squares (each with area L?) needed to cover the 2D image of a
tumor, say, is proportional to L~¢, where d is the FD in the limit
that L goes to zero (or a very small value). The more irregular
the shape of the tumor is, the higher the FD is and the poorer
the prognosis [90, 91].

Assuming that the structure of tumor tissue is reflected in
the arrangement of cancer cell nuclei, Waliszewski er al cal-
culated several different FDs as well as the Shannon entropy
and lacunarity to characterize the spatial distribution of cancer
cell nuclei in prostate tumor tissue and compared the results
to the corresponding Gleason scores in an attempt to find a
more objective way to classify prostate tumor tissue [97, 98].
(Gleason scores are a way of grading prostate tumor tissue with
higher scores corresponding to more abnormal tissue.)

3.5. Spatial distribution of immune cells across multiple
length scales

The approaches described above produce measures of the spa-
tial distribution at a single length scale. More recently, to move
beyond this limitation, we developed several unique statisti-
cal approaches that use coarse graining to examine the spatial
distribution of various types of cells and structures within the
TME over a range of length scales [99].

Occupancy. The first technique is called ‘occupancy’. We
begin with an image of tissue where different types of cells are
labeled, i.e., immunostained, with different colors, e.g., cyto-
toxic T cells are bright red, B cells are cyan, etc. We overlay
the tissue image with a grid of squares as in figure 1. For each
square, we then ask a binary (yes—no) question, e.g., ‘is there
at least one CD20" B cell in the square?’ If the answer is yes,
we assign a ‘1’ to that square. If the answer is no, we assign
a ‘0’ to the square. The occupancy g is the fraction of squares
with 1’s, i.e., it is an estimate of the probability that a square
will have a 1. To characterize the spatial distribution at differ-
ent length scales, we varied the size of the squares in the grid
and computed the occupancy as a function of L, the length of
one side of a square. Note that the occupancy will be affected
by the average cell density for questions such as ‘is there at
least one CD20T B cell in the square?’ because the higher the
average cell density, the higher the probability that a square
is assigned a ‘1’. We can plot the occupancy averaged over
patients or samples versus the square size L (see figure 2). We
found that the area under the curve (AUC occupancy) differed
between TNBC patients with good and poor clinical outcome
for CD20% B cells and CD8™ T cells. We defined patients with
no recurrence within 5 years after surgery as good clinical out-
come (n = 24) and patients who had recurrence within 3 years
after surgery as poor clinical outcome (n = 13).

Thinning. As we mentioned above, occupancy tends to
increase with the average cell density. One way to remove the
effect of density on the occupancy is to reduce, or thin, the den-
sity by randomly eliminating cells, e.g., CD8T T cells, in the

EEEEPEE| 11](1]1]/0]/0]1
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Figure 1. Grid of squares overlaying a tissue image. 1’s (0’s)
correspond to yes (no) answer to the binary question asked of each
square, e.g., ‘is there at least one B cell in the square?’ This is used
for calculating occupancy, FDs, and FD differences.

various images until the densities in all the tissue images have
the same value as the image with the lowest density. Here is a
simple example of how to randomly remove B cells. To ran-
domly remove half the B cells from an image, you would go to
each B cell, flip a coin, and remove the cell if you get ‘heads’
and keep the cell if you get ‘tails’. Figures 2(C) and (D) show
thinned plots of occupancy vs square size L. The difference
in the area under the curves (AUC) between good and poor
clinical outcomes is statistically significant for thinned B cells
(p-value = p = 8 x 10~*) but not for thinned killer T cells
(p-value = p = 0.3). This suggests that the spatial distribution,
rather than the density, of B cells differs significantly between
good and poor outcomes.

P-value. In the previous paragraph we calculated the p-
value under the null hypothesis to ascertain whether a quantity,
such as the area under the curve, is clinically significant. The
p-value is a standard statistical measure of a binary classifier
[100]. Binary refers to our assumption that the clinical out-
come is either good or poor. The p-value is the probability of
obtaining a random sample with a mean at least as far from
that of the null hypothesis as is observed, assuming the null
hypothesis is true. In our case, the null hypothesis states that
the result could arise by random chance. The smaller the p-
value is, the greater the probability that the null hypothesis
is not valid. In general, results are considered significant if
p < 0.05.

Fractal Dimension. Another way to characterize the number
of boxes with 1’s and hence, the spatial distribution of cells, is
with FD. Although a number of studies have used FD to ana-
lyze morphologies associated with tumors [90-96], we used
it to quantify the spatial distribution of immune cells. While
there are a number of different ways to define the FD, we
chose to use a variation of the box counting method [101]. The
number n(L) of squares with ‘1’ will be proportional to (1/L?)
where 6 is one type of FD and L? is the area of a square. The
constant of proportionality depends on the size of the tissue
that dictates the number of boxes covering the tissue. To avoid
this, we found it convenient to define the FD s as:

d [log (n(L))]
d [log (L)]

(Note that unlike the more common definition of the box-
counting FD, we do not take the limit L — 0, because we are
interested in the distribution of individual immune cells at dif-
ferent length scales.) We used a different variable, s(L), rather

s(L) = — “)



Rep. Prog. Phys. 84 (2021) 022601

Key Issues Review

Square Size [um]

CD20+ B Cells, Thinned

C —+— Good Outcome
%= Poor Outcome

0.8

0.4

Fraction of Squares With 1's

0.0

0 100 200 300 400 500 600
Square Size [um]

w CD20* B Cells w CD8* T Cells

£ £ i

=2 A B B |||I:H“H:H:H::m:::ﬁ::nn

< 0 © il

® il

g 5

= = g

@s Ps

] ]

_5 ~e- Good Outcome .5 —e— Good Outcome
‘g ol # -*= Poor Outcome ‘g o| ~*= Poor Quicome
so - o

L~ 0 100 200 300 400 500 600

0 100 200 300 400 500 600
Square Size [um]

CD8+ T Cells, Thinned

D -+ Good Outcome |
~—*- Poor Outcome |

0.8

0.4

Fraction of Squares With 1's

0.0

0 100 200 300 400 500 600
Square Size [um]

Figure 2. Occupancy for CD20%" B cells and CD8™ T cells vs square size before and after thinning. Thinning removes the effect of density.
Notice that blue points (good outcome) are above red points (poor outcome) which indicates that the B and T cells are more spread out in
good outcome. The error bars indicate 95% confidence intervals. (A) CD20T B cell occupancy before thinning (B) CD8* T cell occupancy
before thinning (C) CD20T B cell occupancy after thinning the B cells to a density of 12 B cells mm~—2 (D) CD8T T cells occupancy after

thinning the T cells to a density of 25 CD8T T cells mm 2.

than ¢, since n(L) typically does not follow a simple power law
as L is varied (see below).

Both occupancy and FD depend on the number of squares
with 1’s, so there must be a simple relation between the depen-
dence of occupancy on L and FD d. To find the relation, con-
sider the following. Suppose the total number N(L) of squares
covering the image of the tissue goes as (1/L"). Then if

1
n(L)~ ;5 &)
then the occupancy g will go as
n) o ps
= ~ LP70, 6
N (6)

Note that D need not be equal to 2 since the image of the tis-
sue may be irregular or there may be regions that were not
imaged.

Fractal dimension difference. To see if cells are clustered
or spread out, we looked at the difference As in FD between
large and small length scales: As = Sparge — Seman, Where
SLarge 18 the FD at large length scales and sgman is the FD at
small length scales. The small and large length scales should
roughly bracket the typical, or median, nearest neighbor dis-
tance between cells of the same type, e.g., CD8™ T cells. In all
the cases we examined, As > 0. If As is large, it means that the
cells are more dispersed, i.e., more spatially spread out because
they appear to be more two-dimensional at large length scales
and more zero-dimensional (point-like) at small length scales.
(figure 3(A) uses illustrations to explain this concept.) If
As = 0, the FD does not change with length scale and the sys-
tem is self-similar, i.e., fractal. If As is small, then the system
is closer to being fractal and the cells are more clustered.

Hotspot analysis. Another way to see if the cells are clus-
tered or spread out is to determine the fraction of area where
there are density ‘hotspots’, i.e., where the density of cells
of a given type, e.g., CD20" B cells, is above average. To
do this analysis, each CD20™ B cell, say, is represented by
a two-dimensional Gaussian distribution that represents the
local density due to that cell. The width of the Gaussian is
20 where o is the variance of the Gaussian. We then impose
a square lattice of points (with lattice constant a) over the
image and add the Gaussian weights at each lattice point (see
figure 3(B)). The resulting sum is the local CD20™" B cell den-
sity. We then average over the entire lattice of points to find
the average density and calculate the fraction of lattice points
greater than the average for that image. We refer to this as the
fraction of the (image) area with hotspots. Note that this frac-
tion is independent of the value of the average B cell density
since the hotspots are measured relative to the average den-
sity in each particular image. We then average over images and
vary o. The larger the fraction of hotspots is, the more spread
out the cells are.

Our hotspot analysis differs from the Getis—Ord hotspot
analysis [83, 85] which requires dividing the image up into
regions and depends on the cell counts in neighboring regions.
Our hotspot method is completely local in the sense that the
cell density at one grid point does not depend on the density at
neighboring points.

In applying these techniques to the B cells and killer T cells
in the tumors of 37 TNBC patients, we found that the FD dif-
ference and the area under the curve of hotspot fraction vs o
is larger for good outcome (see figure 4), indicating that these
cells are more spread out in the cases where the tumor does not
recur and more aggregated in cases where there is recurrence.
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Figure 3. (A) Diagram illustrating how FD difference can distinguish the difference between spread out cells and clustered cells. The upper
halves (above the red lines) of the two images show points that are spread out while the lower halves show clustered points. Both upper and
lower halves have the same number of points. At long length scales (big boxes) the FD is 2 in the upper half but not in the lower half. At
small length scales (small boxes), there is the same number of boxes with points and hence the same FD. The FD difference is greater in the
upper half because the points are more spread out in the upper half. (B) Diagram illustrates hotspot analysis using the Gaussian method for
density estimation. Three large blue points indicate the locations of three cells. Each cell’s contribution to the local density is represented by
a Gaussian distribution. The width of the Gaussian is 2. The two mountains over the three cells represent the superposition of their
Gaussian weights, i.e., the local cell density. The small red points are the grid points where the local Gaussian weights are summed. Adapted
with permission from [107]. © 2020 World Scientific Publishing Co Pte Ltd.
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Figure 4. (A) and (B) Fraction of area with (A) CD20% B cell hotspots (B) CD8™ T cell hotspots vs ¢ is greater for good outcome (blue)
compared to poor outcome (red), indicating that the cells are more spatially dispersed in good outcome. The error bars correspond to 95%
confidence intervals. (C) Log—log plot of the number of squares with at least one CD20* B cell vs the inverse box size. (Logarithms are
base e.) At long length scales (200—600 microns on the left side of plot), the mean FD s (slope) is 1.4 for good outcome (blue) and 1.12 for
poor outcome (red). The p-value for good vs poor outcome is 0.02 at long length scales. At short length scales (10—40 microns on the right
side of the plot), the mean FD is 0.61 for good outcome and 0.74 for poor outcome. The p-value for good vs poor outcome is 0.1 at short
length scales. The FD difference As = 0.78 for good outcome is greater than As = 0.38 for poor outcome. So B cells are more spread out
for good outcome. The p-value associated with As is 9 x 107>, (D) Log—log plot of the number of squares with at least one CD8* T cell vs
the inverse box size. At long length scales (200—600 microns on the left side of plot), the mean FD s (slope) is 1.74 for good outcome (blue)
and 1.46 for poor outcome (red). The p-value for good vs poor outcome is 0.0005 at long length scales. At short length scales (10—40
microns on the right side of the plot), the mean FD is 0.46 for good outcome, 0.38 for poor outcome. The p-value for good vs poor outcome
is 0.2 at short length scales. The FD difference As = 1.28 for good outcome is greater than As = 1.08 for poor outcome. So CD8™ T cells
are more spread out for good outcome. The p-value associated with As is 0.006. (C) and (D) Black dashed lines show the least squares linear
regression fit at long and short length scales. Because different images had different overall areas, we normalized the number n(L) of boxes
with 1’s by the total number N(L) of boxes with cells in computing the FD; thus the y-axis values are negative.

Nearest neighbor (NN) distances between cells of a given thinned, then the mean or median nearest neighbor distances
type. An a priori obvious way to quantify how spread out the can be a good measure of the spatial dispersion of cells [99].
cells of a given type, e.g. B cells, are in an image would be to
measure the mean or median NN distances between those cells.
However, most B cells are quite close (5-20 pm) to another B
cell, so the NN distance just reflects the (inverse of the) local
cell density rather than the spatial dispersion at long length  Entropy is a measure of disorder. The greater the number of
scales. However, if the B cells (or cells of a given type) are configurations or the number of ways of arranging things, the

3.6. A maximum entropy approach to quantifying the spatial
distribution of immune cells
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greater the entropy is. Mathematically, the entropy is the loga-
rithm of the number of states or ways of arranging things. Since
there can be millions of immune cells in an image of the tis-
sue, the number of ways of arranging all these cells and hence,
the associated entropy is enormous. To reduce the entropy
to a manageable value, we took the following approach. We
divided the image of the tissue into blocks of size L x L. Each
block or matrix was subdivided further into 3 x 3 squares like
a tic-tac-toe board. As before, for each square, we then ask a
binary (yes—no) question, e.g., ‘is there at least one T cell in
the square?’ If the answer is yes, we assign a 1 to that square.
If the answer is no, we assign a O to the square. There are a
total of 2° or 512 possible states for a block of 3 x 3 squares.
So the entropy for total randomness (all states equally likely) is
So =1n(512). We chose 3 x 3 matrices in order to obtain mean-
ingful statistics, i.e., we wanted the total number of possible
states to be much less than the number of samples (statistical
trials). Let P(x;) be the probability of finding the ith config-
uration x; where i varies from 1 to 512. Then the entropy is

512

—Y P (x) In[P(x)].

i=1

(N

Maximum entropy. Maximum entropy is a widely used
technique to find the probability P(x;) subject to the constraint
that it produces the observed expectation values of various
moments of the distribution [102, 103]. It is a minimalist
approach that does not impose any other constraints or assump-
tions. Let us begin by considering f, (x;) be the ;ith measureable
quantity when the system is in the state x;. The observed expec-
tation value is (f,)expe. The constraint is that the probability
P(x;) satisfy

D PO £ (5 = e ®)

To do this we maximize the entropy functional:

SIP(0)] =~ _P(x)In P(x;)
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where )\, are the Lagrange multipliers that are adjusted so
that the constraints are satisfied. Maximizing S yields the
probability

(10)

P(x;)) = = exp [ Z)\,,f,(x )]

where Z is the normalization constant. The entropy is then
given by

=Y P (x)In[P (x))] (11)
Note that if the energy of a physical system in state x is E(x)
and we only know the expectation value of the energy:

=> PWE®X) (12)

then the maximum entropy distribution given by equation (10)
becomes the Boltzmann distribution:
1
P(x) == exp[ AE (x)], (13)
where the Lagrange multiplier A = 1/ (kgT) where kg is
Boltzmann’s constant and 7 is temperature.

Moments of the distribution, probabilities and entropies
[104]. The observables that set the constraints are the moments
of the distribution. The zeroth moment is the normalization
condition on the probability. In our case, the first moment is
the average matrix occupancy (p), i.e., the average fraction of
squares that have a ‘1’ in a matrix of 3 x 3 squares. If the
first order probability P;(x;) is normalized and is subject to the
constraint that it gives the observed value (p)expy Of the first
moment, then this gives the first order entropy S;:

512

—Z Py (x)In[P; (x))],

i=1

(14)

where

1
Pr(x) =~ exp[-Aip()] 5)

and the Lagrange multiplier A; is set by the constraint of the
average occupancy (p):

512

> P plxi),

i=1

(Plexpr = (16)

where p(x;) is the occupancy of the ith configuration x; of the
3 x 3 matrix of 1’s and 0’s. The connected information of order
1 is defined by

I = 80— 81 (17)

and tells us how much the occupancy or density reduces the
entropy from the completely random case [104]. (Note that
this definition of occupancy is slightly different from our ear-
lier description where we placed a grid of squares covering the
entire image of the tissue, and defined the occupancy to be the
fraction of all the squares in grid with 1’s.)

The second moment consists of the average occurrence
rates of various patterns with two squares that have 1’s. Ignor-
ing translations, rotations and reflections, there are 5 types of
such patterns in a matrix of 3 x 3 squares as shown in figure 5.
If P»(x;) is normalized and gives the observed value of (p)
as well as those of the 2-square occurrence rates according to
equations (8) and (9), then this gives the second order entropy
Sz:

512
Sy ==Y  Pr(x)In[Py(x)]. (18)
i=1
The connected information of order 2
L=S -5 (19)

indicates how much the constraints of the second moment
reduce the first order entropy. Similarly, the third moment cor-
responds to 10 different arrangements of 3 squares that have
‘1’ in a 9-square matrix, ignoring translations, rotations and
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Figure 5. The five two-square and ten three-square patterns possible
for a 3 x 3 matrix, ignoring translations, rotations, and reflections.
The two-square (three-cell) pattern has two (three) 1’s and the blank
squares can be either 1 or 0. Each pattern corresponds to a state.
Rotations, translations and reflections of a given pattern correspond
to different states (out of 512 possible states) but are part of the
same pattern. The fraction of times that a given pattern x4 occurs
equals (f,)expt in equations (8) and (9).

reflections as shown in figure 5. P3(x;) gives the third order
entropy 53, and the connected information of order 3 is given
by I3 = S, — S3. The multi-information is defined by

Iy = So — Sy, (20)
where the entropy Sy is given by using the actual histogram
distribution Py(x;) found from the data:

512

Sy ==Y P (x)In[Py (x))]

i=1

ey

To obtain the behavior at different length scales, the size of the
3 x 3 matrices can be varied. While the first moment of the
distribution gives the average occupancy, moments of order 2
and higher, along with the associated probabilities, entropies
and connected informations, indicate the importance of spatial
correlations at various length scales.

Relation of occupancy and 7;. We note that /; is related to
occupancy in the following way for a 3 x 3 matrix of squares.
Let the occupancy p be the probability that a square will have a
‘1’. Then g = (1 — p) is the probability that a square will have
a ‘0’. Let x; denote a given state or arrangement of 1’s and 0’s
in a 3 x 3 matrix. Then the probability of having a given state
x; with n 1’s is given by i’n,p = p'q°". The first order entropy
just depends on the occupancy and is given by

512

—ZPI (x;) In [Py (x;)]
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Figure 6. /, vs occupancy. When the occupancy = 0.5, the entropy
So = 81, and I is zero, resulting in a minimum in /; because that is
where there is a 50% chance of having a 0 or a 1 in each square.

where we used the binomial coefficient to reduce the
number of terms in the sum from 512 to 10 since the binomial
coefficient gives the number of ways to arrangen 1’sina3 x 3
matrix. Recall from equation (17) that the connected infor-
mation I} = Sy — S| where Sy = In(512) = 6.238. Note that
I, =0atp =g = 0.5 because P, ,—g5 = (1/2)9 =1/512.
We can explicitly evaluate equation (22) and compute I;
versus occupancy. This is plotted in figure 6. Notice that for
occupancy p > 0.5, the greater the occupancy, the higher /;
is, whereas for p < 0.5, the greater the occupancy, the lower
1 1 is.

Kullback-Leibler divergence. Connected information, e.g.,
I; and I, provides one way to compare probability distribu-
tions. Another way to compare different probability distribu-
tions, e.g., P4 and Pjg, is through the Kullback-Leibler (KL)
divergence (or relative entropy) [105, 106]:

This is a measure of how different a probability distribution
Py is from a reference (a priori) probability distribution Py. If
the distributions are identical, then Dag = 0; otherwise Dag is
always positive.

Ps (x)
Dap = —ZPA (x;)In ( By

(23)

4. Application of maximum entropy to breast
cancer

4.1. Triple negative breast cancer patient cohort

We have used our maximum entropy approach to analyze the
spatial distribution of various types of TILs in 2D images
of TILs in immunohistochemistry-based images of primary
tumor tissue from 37 patients with TNBC prior to any treat-
ment. In this study, we defined patients with no recurrence
within 5 years after surgery as good clinical outcome (n = 24)
and patients who had recurrence within 3 years after surgery
as poor clinical outcome (n = 13). All the patients were sub-
sequently treated with standard chemotherapy; some also had
radiotherapy.
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Figure 7. Entropies S;, S», S3 and Sy vs matrix size for (A)—(D) CD20" B cells and (E)—(H) CD8*T cells. Blue solid lines are for good
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4.2. Preparation of images: multispectral staining of
different cell types

To analyze the spatial distribution of various types of TILs, we
first identified the locations of cells in 2D images of archived
formalin fixed paraffin embedded (FFPE) tumor tissues from
37 TNBC patients. Each cell type was immunostained and
labeled with a different color chromophore. This means that
the tissue is treated with an antibody that binds to a protein that
is specific to a certain cell type. For example, the protein CD3
is expressed on all types of T cells but not on B cells. So if we
attach a green colored molecule or chromophore to CD3 anti-
bodies, then T cells that bind the antibodies will appear green.
Each image was restricted to tumor-associated regions and
excluded necrotic and fibrotic areas determined by a pathol-
ogist. (Necrotic tissue consists of dead cells. Fibrotic tissue
has excess fibrous connective tissue, e.g., scar tissue.) More
details about our methods can be found in Wortman ez al [107].

5. Results

5.1. Entropies vs length scale

In figure 7, we plot the entropies Si, S», S3 and Sy versus
matrix size for good and poor outcome for B cells and cyto-
toxic CD8™ T cells. (Recall that a matrix has 3 x 3 squares.)
Notice that there is a distinct difference between good and poor
outcome, though the shape of the curves for B cells is similar
because the densities of B cells, which affect the entropies,
are comparable between good (3.0 x 10> mm~2) and poor
(2.3 x 10> mm~2) outcome. If we integrate under the curves to
get the AUC, then good outcome has a larger AUC for B cells
compared to poor outcome. For example, the B-cell AUC for
Sy is 31 for good outcome compared to 22 for poor outcome.
This difference is significant (p-value = 0.01) and reflects the
fact that the B cells are more spread out for good outcome and
more aggregated for poor outcome.
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However, there is no significant difference between the
good and poor outcome AUC for killer CD8T T cells because
the curves cross. The difference between good and poor out-
come in the shape of the curves for CD8™ T cells is due to
the significant difference in densities by about a factor of two
between good (4.5 x 10* cells mm~2) and poor (2.1 x 10*
cells mm~?) outcome. The maximum in S; vs matrix size for
good outcome occurs at the matrix size where the probability
p of having at least one CD8™ T cell in a square is closest to
0.5. Recall that the case of p = g = 0.5 gives the largest value
of the entropy S. Since good outcome has a higher CD8* T
cell density, the entropy curves reach a maximum at a smaller
matrix size compared to poor outcome.

Notice that for a given cell type and outcome, the entropy
curves in figure 7 are similar to those for S;. This is because S
dominates the entropy. This is clearly seen in figures 8 and 9
where the connected information moments (I, 15, I3, and Iy)
and KL divergences (Dy;, D12, D23, and Doy ) are plotted for B

cells and CD8T T cells. One can see that similar information
is conveyed for the pairs (I; and Dy;), (I> and Dj,), etc. Both
connected information moments and KL divergences are ways
to compare two distributions. /; and Dy, differ between good
and poor outcome but there is no noticeable dependence on
outcome for I, I3, D15, and D»3. In fact, I3 and D3 are negligi-
ble. I, and D, are nonzero, indicating that §; # S, and hence,
that P; # P,. This reflects spatial correlations resulting from
clustering of the cells since the cells need to be in the same
matrix to produce the two square patterns shown in figure 5.
The lack of any difference between good and poor outcome for
I, I, Dj», and D53 implies that the difference in spatial cor-
relations of the cells is not clinically significant. Iy is similar
to I; because it is dominated by 7, and Doy is similar to and
dominated by Dy;. The fact that the difference between good
and poor outcomes is only noticeable for the first moment (/;
and D) is why we focused on quantities described earlier like
occupancy, FDs, and fraction of area with density hotspots.
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6. Discussion

We have seen that going beyond the density of immune cells,
e.g., B cells or T cells, and looking at their spatial distribution
in tumors can reveal differences associated with clinical out-
come, i.e., whether or not cancer recurs. We have developed
techniques to quantify the spatial distribution of cancer and
immune cells over a range of length scales. Occupancy, FD
difference and the fraction of area with density hotspots are
useful for determining to what degree cells are spread out or
aggregated. In our maximum entropy approach, Sy, I; and Dy,
reflect information contained in the first moments of the dis-
tribution and are sensitive to the density of cells while higher
moments, e.g., Sz, I, and Dy, are a way to ascertain the spa-
tial correlation of cells on different length scales, though we
do not see any clinically significant difference in the spatial
correlations of B and cytotoxic CD8™ T cells.

Our findings raise a number of important questions about
the spatial distribution of TILs. First, what determines the
spatial distribution of TILs? Certainly, chemical signals, i.e.,
cytokines and chemokines help to dictate where immune cells

go. In addition, we speculate that the somewhat fractal spatial
distribution of TILs may arise from the branching trajecto-
ries of the B and T cells as they patrol the tissue. Branching
structures such as trees and plant roots are self-similar, and
hence fractal, because they look the same over a range of length
scales, i.e., over a range of magnifications. It may be that the
paths that B and T cells travel along have a branching structure
because these cells have to go around physical obstacles such
as other cells, blood vessels, and collagen fibers. In addition,
T cells are known to follow along the outside of blood ves-
sels and collagen fibers [108, 109] which can have a branching
architecture.

Second, what are the roles of the B and T cells in the tumor?
Cytotoxic T cells are presumably able to identify neoanti-
gens on cancer cells and kill those cells, but what are the B
cells doing in the tumor? As we mentioned earlier, B cells
are best known for producing antibodies but they can also per-
form other functions such as presenting antigens for (helper)
T cells to inspect and secreting cytokines which are chemical
signaling molecules that direct the actions of other immune
cells. The CD20" B cells that we studied are not antibody
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producing plasma cells since plasma cells do not express
CD20. So they may be acting as APCs and/or secreting
cytokines.

Third, why do the spatial distributions of B and T cells dif-
fer between good and poor clinical outcome? In particular,
one could also ask why B and T cells are more spread out
for good clinical outcome as found in references [99, 107].
One possibility is that the difference in spatial distribution
reflects differences in the spatial topography (obstacles) of the
stroma in the TME. However, in FFPE tissue sections, we per-
formed immunohistochemical staining of collagen / which did
not yield differences in the spatial distribution of collagen /
between good and poor outcome (data not shown). This indi-
cates that differences in physical topography may not be the
explanation. Furthermore, there are indications that collagen
fibers around cancer cell islands do not present a barrier to T
cells [110]. In addition, we find that the spatial distribution of
cells in the stroma (which is where most immune cells reside)
cannot explain the clinical difference in the spatial distribution
of TILs [107].

The tendency of lymphocytes to aggregate in poor outcome
suggests a lack of motility, e.g., in overcoming physical barri-
ers in the stroma such as collagen fibers. This may be due to a
lack of chemokine signaling and cognate antigens, or a lack
of oxygen and nutrients due to poorly organized leaky vas-
culature that produces hypoxic regions, or poor metabolism
resulting from dysfunctional mitochondria [111]. (Mitochon-
dria are the power plants of the cell; they produce ATP which
fuels cellular processes.)

In good outcome, it may be that lymphocytes are better
at immune surveillance when they are more spread out. For
example, antigen-presenting B cells may be more likely to
acquire and successfully present cancer neo-antigens to helper
T cells if they are able to interact with both cancer cells and
other immune cells by spreading out. Widely dispersed B and
T cells in good outcome patients should be more successful in
finding their cognate (matching) antigens within the TME. In
addition, cytokine secreting B and T cells may cover a larger
area with signaling molecules and may be better positioned to
respond to chemokines. In any event, an even spatial distribu-
tion is a more effective strategy for B and T cell surveillance
than sequestration in small parts of the tumor.

In inflamed tissues, including tumors, there are often large
densely packed cellular clusters that have B and T cells segre-
gated in a way reminiscent of lymph nodes. These organized
lymphoid aggregates are known as tertiary lymphoid structures
(TLS) and finding them in tumors is associated with a good
prognosis [112]. Recent studies indicate that B cells in tumors,
especially in conjunction with TLS, are significant predictors
of a good response to immunotherapys, i.e., immune checkpoint
inhibitors, in melanoma [69, 70], soft tissue sarcomas [71], and
renal cell carcinoma (kidney cancer) [70]. However, we find
that most B cells in tumors do not reside in TLS. Given that
TLS with high lymphocyte density are linked to good progno-
sis, it is somewhat ironic that we find good outcome is associ-
ated with spatially dispersed B cells, which connotes low local

concentrations of B cells and are the antithesis of regions of
high density B cells (germinal centers) found in mature TLS.

Fourth, it is rather odd prima facie that we are able to give
a prognosis with any degree of accuracy based on tumor tissue
that has been removed from a patient. The cells in the sur-
gically removed tissue are no longer in the patient, yet their
spatial distribution can be used to predict whether or not the
cancer will recur in the next 3—5 years with an accuracy of
60%—80%. The reason for this is not understood. It may be
that spatially dispersed B and T cells are associated with more
immune engagement and the production of more memory B
and T cells, leading to a better long-term outcome.

The statistical techniques that we have developed to quan-
tify spatial distributions are novel. Unlike previous efforts to
analyze spatial distributions at a single length scale, we have
examined how the spatial distribution varies with length scale
and how that can shed light on whether the cells are clus-
tered or spread out spatially. On a more general level, these
approaches are flexible and can be applied to a broad spec-
trum of problems. There are straightforward extensions of
these approaches, e.g., to quantify the spatial distributions of
various kinds of cells in metastatic tumors or to ascertain
which patients are good candidates for various therapeutic
treatments. However, one can go beyond simply the spatial dis-
tribution of cells or discrete entities. In determining the occu-
pancy, FD and the difference in FDs, we laid down a grid of
squares and asked a binary yes—no question of each square. In
this paper, we asked questions like ‘is there at least one CD20™
B cell in this square?’ However, in other contexts, one may be
interested in other questions such as that of co-localization.
For example, one could ask ‘does the square have at least one
T cell that is within 50 microns of a dendritic cell?” or ‘does
the square have at least one B cell and one T cell within 25
microns of a blood vessel?’” Furthermore, these approaches
could be applied to image analysis outside of biology, e.g., the
distribution of galaxies in astrophysics.

In conclusion, we have presented novel techniques to quan-
tify the spatial distribution of point-like objects. In applying
these techniques to B and cytotoxic T cells in tumors, we found
that the spatial arrangement of these immune cells is strongly
correlated with clinical outcome, i.€., breast cancer recurrence.
This highlights the importance of these immune cells in cancer
and raises new questions about their role in preventing cancer.
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