A theoretical study on electronic predissociation in the NeBr$_2$ van der Waals molecule
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**Abstract**

We present the first comprehensive ab initio study of the Ne–Br$_2$ potential energy surfaces and the nonadiabatic couplings between the valence excited electronic states. These ab initio results are used to obtain 3-D approximate potentials for each electronic state, and these potentials are used in a wave packet calculation of the competing electronic predissociation and vibrational predissociation dynamics. The results of this calculation are in excellent agreement with both experimental results and a previous empirical fit to the experiments. The calculations allow us to observe not only the competition between vibrational and electronic dynamics for the dimer, but also the competition between two different electronic channels. Coupling to the $2^+$ state dominates for the levels studied here, but coupling to the $C$ state is progressively more important for low vibrational levels, and may dominate at levels below which the current results pertain. The ability of ab initio surfaces and couplings to so accurately reproduce experimental data raises the hope of a complete understanding of the VP and EP dynamics for other Rg-halogen dimers. Success in the case presented here is largely due to the fact that the VP dynamics for the vibrational levels in this study are in the simple, direct regime. Understanding the simple case so thoroughly provides new hope that the more complicated examples, such as ArI$_2$ and NeCl$_2$, for which experiment and theory are not currently in accord, may yet yield to analysis.
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1. Introduction

The accurate description of excited state potential energy surfaces (PES) and dynamics is a major challenge for theoretical chemistry. The rare gas-halogen dimers (RgX$_2$) are excellent model systems for this type of study. Their small size makes these complexes amenable to very detailed study, and because they have only a small number of degrees of freedom, there are only a few dissociation pathways [1]. One of these is nonadiabatic electronic predissociation (EP) induced by the rare gas atom. As will be discussed later, EP dynamics have been observed in this type of complex as a result of coupling between the bound $B$ electronic state of the X$_2$ molecule and one or more of the dissociative states that cross it to form: Rg + X($^2$P$_{3/2}$) + X($^2$P$_{3/2}$) [2–5]. In the case of the rare gas–halogens, the EP process competes only with vibrational predissociation (VP), a process where one or more quanta of vibrational energy is transferred from the X$_2$($B, v$) subunit to the van der Waals mode, dissociating the rare gas atom to form: Ne + X$_2$($B, v < 1$). The VP dynamics can be quite simple, as in the case of direct VP, or more complicated as with intra-molecular vibrational relaxation (IVR) [6].

The dynamics of rare gas halogens have been studied in great detail spectroscopically [1,8,9]. In experiments, the X$_2$($B, v$) product of VP can be easily detected by laser induced fluorescence. The presence of a competing EP pathway has so far only been inferred from the depletion of this fluorescence. There are two major difficulties that have prevented good agreement between experiment and theory on the VP/EP competition in previous studies. One, the EP is often in competition with VP proceeding via IVR, which is much more difficult to model and also can lead to weak spectral features and oscillation in the predissociation lifetimes, making it difficult to untangle the relative contributions of EP and VP [5,10]. Second, since the experiments rely on the formation of the product of VP, there is no experimental signature of EP (other than the absence of signal) when EP is the dominant pathway.

The ArI$_2$ complex is the first system for which competing EP and VP dynamics have been observed over a wide range of $B$ state vibrational levels. The competing EP pathway was inferred from oscillations in the I$_2$ fluorescence intensity as a function of $B$ state vibrational level between $v' = 12$ and 26 [2]. Although VP...
probabilities \( \left( \frac{k_{VP}}{k_{EP}} \right) \) have been measured by the simultaneous measurement of absorption and fluorescence excitation spectra \([11]\), measurements of the total predissociation rates \( k_{VP} + k_{EP} \) have only been done for two levels, \( v' = 18 \) and 21 \([12]\). Therefore, individual EP and VP rates could be extracted only for those two levels. However, the authors in Ref. \([11]\) estimated separate VP and EP rates for \( 16 < v' < 24 \) by assuming that the VP lifetime decreases linearly with vibrational quantum number.

One issue that complicates the dynamics for the ArI\(_2\) complex is that in the \( v' = 16–23 \) interval, VP occurs by the transfer of three vibrational quanta sequentially via intermediate doorway states. From calculations on this system it was concluded that IVR in ArI\(_2\) occurs in the sparse-intermediate regime and as a result the VP lifetimes oscillate as a function of vibrational level \([13]\). When compared to the oscillations in VP lifetimes, the oscillations in EP lifetimes, which were calculated using a time dependent golden rule treatment \([4]\), were found to be much smaller. In recent calculations on the competition between VP and EP, it was once again found that the VP oscillations are larger \([5,14]\). Thus, details of the competition between VP and EP for these complexes \( B \) and \( 1_{g}/2_{e} \) states matched extremely well to that of the predissociation rate, and so the \( 1_{g} \) or \( 2_{e} \) states were likely responsible for the EP.

It was proposed that the dependence of the EP rate on \( v' \) is mainly determined by the Franck–Condon factors between the \( B \) state vibrational wavefunction and the isoenergetic product wavefunction for the repulsive electronic state responsible for EP. It was found that the \( v' \)-dependence of the Franck–Condon factors between the \( B \) and the \( 1_{g}/2_{e} \) states matched extremely well to that of the predissociation rate, and so the \( 1_{g} \) or \( 2_{e} \) states were likely responsible for the EP.

Recently, we performed full-dimensional wavepacket (WP) calculations of the NeBr\(_2\) predissociation to test this Franck–Condon model \([24]\). In these calculations, we assumed a reasonable functional form for the dependence of the diabatic couplings between the \( B \) and \( 1_{g}/2_{e} \) states on the NeBr\(_2\) geometry and scaled the couplings to achieve agreement between experimental and calculated predissociation rates. By including a small amount of coupling to the \( C \) state as well, the WP calculations achieved quantitative agreement with experiment.

In this work, we perform \( ab \) \textit{initio} calculations to investigate many of the assumptions we made previously. We calculate the diabatic couplings between the \( B \) state and the repulsive states which cross it. We also calculate the van der Waals interaction potential for all the excited electronic states that participate in the EP of NeBr\(_2\). Finally, using these \( ab \) \textit{initio} data, we perform WP calculations again to see if the \( ab \) \textit{initio} methods can reasonably describe the couplings and intermolecular interactions.

The accurate calculation of global excited state potential energy surfaces for weakly bound systems remains a challenging task for \textit{ab initio} methodology. The standard methodology which has been applied successfully in the case of ground states is generally not applicable. In the case of the NeBr\(_2\) system we want to treat highly stretched geometries for the diatom and include spin–orbit coupling effects in describing the low-lying excited states involved in the spectroscopy and dynamics of the complex. In the following section, we describe the methodologies used to calculate the non-adiabatic couplings and excited state intermolecular potentials and perform the WP calculations.

### 2. Calculation of the non-adiabatic couplings

We calculate non-adiabatic couplings between the \( B \) state and the repulsive states that participate in the NeBr\(_2\) electronic predissociation (EP) using a procedure similar to that in our previous studies on EP in the Ne–Ar–Cl\(_2\) complexes \([6]\). The geometry of the complex is described by the Br–Br intramolecular distance \( r \), the distance between the Ne and Br\(_2\) center-of-mass \( R \), and the angle \( \gamma \) between the intra- and intermolecular bonds. For fixed values of \( R \) and \( \gamma \), the potential energy curves of the relevant electronic states in \( r \) are calculated using the \( ab \) \textit{initio} methods described below. The curves are calculated for 2.86 Å \( < r < 3.49 \) Å, spanning the region where the repulsive states cross the attractive branch of the \( B \) state potential. As a result of the intermolecular
potential some of the diatomic crossings turn into avoided crossings of the associated potential energy surfaces. According to the \textit{ab initio} calculations, the \(C\) and \(2\_g\) states are the only two states that have significant coupling with the \(B\) state and undergo avoided crossings in the range of \(B\)-state vibrational energy levels studied here, 10 < \(\nu\) < 20. We estimate the non-adiabatic coupling assuming a Landau–Zener two-state model for the avoided crossing, where the potential coupling matrix elements in the diabatic basis are equal to half the energy gap between the two adiabatic states at the avoided crossing.

The diabatic couplings as a function of intermolecular geometry are determined by repeating the above procedure for \(\gamma = 55^\circ, 60^\circ, 70^\circ\) and \(80^\circ\) and 3.0 \(\text{Å} \leq R \leq 5.0 \text{Å}\) with a grid size of 0.25 \(\text{Å}\). This range of angles and distances covers the most important regions of the intermolecular potentials sampled by the \(T\)-shaped Ne–Br\(_2\) complex when undergoing direct vibrational predissociation from the \(B\) state.

The dependence of the couplings on intermolecular angle \(\gamma\) and distance \(R\) are then fit to analytical expressions. The dependence of the \(B/2\_g\) couplings are fit to the expression

\[
V_{B/2\_g}(\mathbf{r}, \mathbf{R}, \gamma) = \Delta \exp(-2R/\rho)\sin \gamma \cos^2 \gamma.
\]

\section{3. Test calculations on the intermolecular potentials for the \(B\), \(C\) and \(2\_g\) spin–orbit states}

In our previous study on the competition between vibrational and electronic predissociation for NeBr\(_2\), we assumed that the intermolecular potentials for the \(B\), \(C\) and \(2\_g\) states would be very similar and thus used the empirical potential for the \(B\) state to represent all of them. We now perform \textit{ab initio} calculations to test this hypothesis and to improve our description of the intermolecular forces in this system. In order to obtain the most reliable \textit{ab initio} description we divide the problem in two independent parts: (a) the accurate calculation of the electronic part of the intermolecular potential (b) an analysis of how to best include the spin–orbit effects, to be discussed next.

We fix the geometry of the complex to the usual \(T\)-shape characteristic of the ground and \(B\) states. The main electronic components of the \(B\), \(C\) and \(2\_g\) states are: \(1\_g\), \(1\_u\), and \(2\_g\) where the states of the complex are labeled according to their diatomic parentage. Within the \(C_{2\_v}\) symmetry adopted the \(II\) states split into different components: \(A_1\), \(B_1\), \(A_1\), \(B_1\), \(B_2\) and \(A_2\), respectively. The distribution of the different excited states into all of the possible irreducible representations allows one to treat them as ground states in their own spin and spatial symmetry. This is a key technical detail because it allows us to use the most reliable practical method for weak intermolecular forces: coupled-cluster singles and doubles with perturbative correction for triples (CCSD(T)). Therefore in the case of the triplet states we apply RCCSD(T) as the method of choice. In the case of the singlet states, the \(A_1\) component corresponds to the first excited state of that spin and spatial symmetry and a different strategy has to be devised. We resort to multiconfigurational methods to calculate the \(A_1\), \(B_1\) states specifically the multireference second order perturbation method (MRPT2) and the multireference average coupled pair functional approach (MRACPF). Both of these compare favorably with the multireference configuration interaction approach (MRCI) for describing dispersion bound complexes [27]. Compared with the higher correlated coupled cluster approach the multiconfigurational approaches generally underestimate the binding energies. To obtain a better description of the singlet states we adopt a mixed approach which has proven fruitful in other van der waals systems: the potential obtained at the multiconfigurational level is corrected by adding to it the difference in the potentials obtained at the coupled cluster and multiconfigurational levels for the corresponding \((A_1\) or \(B_1\)) triplet states. The approximation should work quite well given the great similarity in electronic structure between the singlet and triplet \(A_1\) and \(B_1\) components, given that they correspond to the same main electronic configuration and the only difference is the final spin coupling between the two open-shell \(\pi_g\) and \(\pi_u\) orbitals. From preliminary calculations on the triplet states using the three methods we find, as expected, that RCCSD(T) leads to the largest binding energies, MRPT2 leads to binding energies which are roughly 15% smaller and MRACPF to slightly smaller binding energies than MRPT2. For this reason we use the MRPT2 estimates to obtain the correction for the final electronic potentials.

The accurate description of the dihalogen excited states requires the inclusion of spin–orbit effects. This is especially true in order to obtain the proper dissociation limits for the different spin–orbit states and also for the accurate estimates of the state crossings and their non-adiabatic couplings. In principle spin–orbit intermolecular effects can also be expected for the dihalogen weakly bound complexes through configuration interaction mixing. In order to

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\(\beta\) & \(r_i (\text{\AA})\) & \(\Delta (\text{cm}^{-1})\) & \(\sigma (\text{\AA}^{-1})\) \\
\hline
\(B\) & 3.9 & 42 & 1.67 \\
\(C\) & 3.9 & 46.2 & 1.67 \\
\(2\_g\) & 3.9 & 50.4 & 1.67 \\
\(B/\gamma\) & 3.25 & 38 & 3.35 \\
\(B/2\_g\) & 3.525 & 475 & 2.75 \\
\hline
\end{tabular}
\caption{Parameters used in the fit of the potential energy surfaces and couplings developed in the present work. The electronic couplings for the \(B/2\_g\) coupling is given by Eq. (1). The \(B/\gamma\) couplings are similar with the only change that the angular part takes the form \(\sin^2\gamma\). The diagonal terms are expressed in the form \(V_{ii}(\mathbf{r}, \mathbf{R}, \gamma) = V_{ii}(\mathbf{r}) + \sum_{\gamma=55^\circ \cdots 80^\circ} D_{ii}(\gamma)(\sin^2\gamma - 2\cos^2\gamma)\) with \(\gamma = B, 2\_g\) and \(C\) states, and \(R_i\) being the distance between the Ne atom and the \(i\)th Br atom.}
\end{table}
decide the best way to take into account these effects we performed preliminary MRCI calculations including spin–orbit interactions for the NeBr₂ complex. The calculations were performed again for the T-shape geometry for two values of the dihalogen distance \( r = 2.675 \) Å and \( r = 3.1 \) Å which correspond to the \( B \) state equilibrium distance and the crossing point between the \( B \) and \( 2g \) states, respectively, and for several values of the intermolecular distance \( R \) covering the well region of the weakly bound complex. We use these calculations to analyze the spin–orbit eigenvectors corresponding to the \( B \), \( C \) and \( 2g \) states and quantify the contribution of the different electronic states. Recall that for the isolated dihalogen the spin–orbit states can be labeled by the projection of the total electronic angular momentum, \( \Omega \), so that to the \( B \), \( C \) and \( 2g \) states there corresponds \( \Omega \) values of 0, 1, 2 respectively. This means that both \( C \) and \( 2g \) states represent one spin–orbit component of a doubly degenerate pair but of course the degeneracy can be lifted upon complex formation. The \( B \) state main electronic components are the \( 3P_1 \) and \( 3P_1 \) states with equal weights, as expected. The first spin–orbit component of the \( C \) state contains one main electronic contribution: the first excited \( A_e \) electronic state. The second spin–orbit component contains also one main contribution corresponding to the \( B' \) electronic state. Finally, the \( 2g \) state contains two main electronic components, \( B' \) and \( 3P_1 \), with equal weights. In all cases the mentioned main components represent roughly 90% of the total wavefunction.

The above analysis suggests a simple procedure for including spin–orbit effects in the calculation of the intermolecular potentials for the states involved: the \( B \) state potential can be obtained as an average of the \( 3P_1 \) and \( 3P_1 \) purely electronic potentials, the \( C \) states potentials can be represented by the purely electronic \( A' \) and \( B' \) states and finally the \( 2g \) state potential can be obtained as an average of the \( B' \) and \( C' \) purely electronic potentials. The great advantage of this choice is that we can use the most reliable RCCSD(T) electronic potentials to build up the pure spin–orbit intermolecular potentials. It should be noted that of the two degenerate spin–orbit components to which both the \( C \) and \( 2g \) states belong only one for each of them can couple through non-adiabatic matrix elements with the \( B \) state for symmetry reasons: when the degeneracy of these pairs is lifted by interaction with the noble gas the general symmetry is lowered to \( C \) and these pairs now split into \( A' \) and \( A'' \) symmetries, since all the vibrational modes and the \( B \) state are of \( A' \) symmetry only the \( A' \) components can be coupled. The \( A'' \) components could couple through rotational degrees of freedom but we neglect them in this work and previous studies have shown that indeed these couplings are small [7].

4. Dissociation dynamics method

The NeBr₂ complex fragments as Ne+Br₂ in the \( B \) state, and as Ne+Br+Br in all the other \( B \) dissociative electronic states. For treating these dissociation pathways, we use Jacobi vectors \( r \), the intramolecular Br-Br vector, and \( \mathbf{R} \), the vector joining Ne to the center of mass of Br₂. The fragmentation dynamics is considered to be nearly independent on total angular momentum, \( J \), and for this reason \( J = 0 \) will be considered. In principle there are combined rotational/electronic terms which could couple \( B \) rotational states with different total helicity projection and electronic states with different electronic helicities, such as the \( B \) and \( C \) states. Although for \( J > 0 \) such couplings are nonzero they are not expected to change dramatically the electronic predissociation which is mainly driven by the non-adiabatic couplings induced by the rare gas atom. The coriolis couplings are of second order and could be important when the spin–orbit states are nearly degenerate, i.e., at the diatomic dissociation limit. However in our case the coriolis coupled states are a bound \( B \) state and a dissociative \( C \) state with different dissociation limits and therefore are expected to only add minor corrections to the dominant non-adiabatic couplings calculated in this work. The wave-packet method used has been described previously [5,14] and only some technical details are provided here. For \( J = 0 \), the total wave packet is expanded as

\[
\Psi_t = \sum_{\tau} |\tau\rangle \Phi_{\tau}(R, r, \gamma; t),
\]

where \( |\tau\rangle \) are the electronic states described above. The three internal coordinates \( r, \gamma \) and \( \gamma \) are described in grids. A two-dimensional grid of 256 × 160 points are used for the radial variables in the intervals 1.5 < \( r < 7 \) Å, and 2.5 < \( R < 18 \) Å. The angle \( \gamma \) is described by 35 Gauss–Legendre quadrature points in the interval [0, \( \pi/2 \)].

A Chebyshev propagator is used, with a time interval of 20 fs up to, typically, several hundreds of picoseconds when the dissociation of the complexes is complete. After each time step, the wave packet is multiplied by an absorbing gaussian for \( r > 5 \) Å, and \( R > 15 \) Å, with exponential constants of 0.05 and 0.025 for \( r \) and \( R \), respectively.

The initial state corresponds to the ground van der Waals state for each \( Br_2(v', \nu) \) vibrational level. It is calculated using only the \( Br_2(B) \) state. First, the vibrational state \( q_\nu(R) \) of the \( Br_2(B) \) fragment is calculated numerically at very long Ne–Br₂ distances. This function is used to calculate the matrix element \( \int dr \Phi^\nu(R, r, \gamma)\Phi^{\nu}(R, r, \gamma) \) for each \( v' \). The ground state obtained is then represented in the grid used for the wave packet propagation.

The wave packet propagation considers the 3 electronic states described above. At each time, the autocorrelation function \( \langle \Psi_{\nu i}(t)\Psi_{\nu f}^\dagger(t) \rangle \) is calculated providing information on the decay of the initial state. The auto-correlation function is fitted to an exponential \( e^{-\Gamma t} \), where \( \Gamma \) is the total decay constant, associated to the lifetime \( \tau = h/2\Gamma \) of each state. The population on each electronic state, \( P_\nu(t) \), is calculated at each time, incorporating the flux absorbed. This quantity provides a quantification of the EP on the different electronic states. This function is fitted to \( Q_\nu e^{-\Gamma t} \), where \( Q_\nu = P_\nu/\Gamma \) is the branching ratio of each state. As will be described in the next section the functions assumed both for the autocorrelation function and the electronic state populations provide reliable fits.

5. Results and discussion

Our calculation of the intermolecular potentials for Ne interacting in the perpendicular configuration with the \( B \), \( C \) and \( 2g \) states of \( Br_2 \) are shown in Fig. 1. In Fig. 1a, the Br-Br distance, \( r = 2.675 \) Å, is the equilibrium value while in Fig. 1b results are shown for a stretched Br-Br bond, \( r = 3.1 \) Å. In our previous work, these three potentials were assumed to be the same. Here, we see that while they are similar, there are important differences between them. For the equilibrium \( Br_2 \) distance, the most notable differences are that the well for the \( 2g \) state is 25% deeper and at a 0.25 Å shorter \( R \) value than for the other two states. As the \( Br_2 \) bond stretches, both the \( B \) and \( C \) state distances move toward that of the \( 2g \) state. The well depth for the \( C \) state increases the most, and approaches that of the \( 2g \) state.

For the dynamical calculations, we use a hybrid of the \( ab \ initio \) and empirical potentials. We use the empirical \( B \) state potential, and adjust the other two so that the differences between the three are in closer accord with the \( ab \ initio \) results. Specifically, we adjust the \( 2g \) state to be 20% more attractive and the \( C \) state to be 12% more attractive than the \( B \) state. In Table 2 we summarize the equilibrium properties of the van der Waals interaction potentials as obtained from the present \( ab \ initio \) test calculations, those used in our previous study [24] and those of the present work.
Next, we present the non-adiabatic coupling results. The Br–Br potential energy curves calculated with the Ne atom fixed at $R = 4.50 \text{ Å}$, $\gamma = 60^\circ$ are shown in Fig. 2a. The curves are labeled using the term symbols of the free Br$_2$ states to which the curves correlate at large $R$. As is evident in Fig. 2a, the Ne–Br$_2$ interaction does not lead to any significant coupling between the $B$ state and the repulsive states for this geometry; the curves cross as in free Br$_2$. For $R = 3.75 \text{ Å}$, $\gamma = 60^\circ$, shown in Fig. 2b, on the other hand, the van der Waals interaction leads to a significant avoided crossing between the $B$ and $2g$ states. For this particular geometry, the fit to the curves yields a coupling strength $V_B^{2g} = 53 \text{ cm}^{-1}$. Similar calculations and fits were performed for a variety of geometries, and the results are illustrated in Fig. 3.

As seen in Fig. 3, the $B/C$ coupling is not negligible, but is much weaker than the $B/2g$ coupling. This can be easily explained on the basis of the electronic parentage of the spin–orbit states involved. In the case of the $B$ and $2g$ states the coupling is mainly due to the interaction between the $^3\Pi_{u}$ and $^3\Pi_{g}$ primary electronic components, whereas for the $C$ state the main electronic component, $^1\Pi_{u}$, cannot directly interact and relies on its secondary triplet components which mix in as a consequence of spin–orbit coupling. In short, the $B/C$ coupling is a consequence of spin–orbit effects while the $B/2g$ coupling is due to the $g/u$ spatial symmetry breaking induced by the neon atom.

Given the inherent difficulty in calculating non-adiabatic couplings for weakly interacting systems, and the inherently underdetermined fit used in the previous study, the agreement between the ab initio results presented here and the empirical fit is remarkable. The calculated $B/2g$ coupling is 5% smaller than that previously assumed. The $B/C$ coupling is more difficult to compare due to the different functional forms that were used for the two studies. For $\gamma = 80^\circ$ the calculated coupling is 5% stronger than that previously assumed for $R$ values close to the Franck Condon region.

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>Ab initio $r = 2.675 \text{ Å}$</th>
<th>Ab initio $r = 3.1 \text{ Å}$</th>
<th>Previous model study, Ref. [22]</th>
<th>Present work</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_e$</td>
<td>$D_e$</td>
<td>$R_e$</td>
<td>$D_e$</td>
</tr>
<tr>
<td>$B$</td>
<td>3.65</td>
<td>70</td>
<td>3.55</td>
<td>69</td>
</tr>
<tr>
<td>$C$</td>
<td>3.65</td>
<td>73</td>
<td>3.50</td>
<td>76</td>
</tr>
<tr>
<td>$2g$</td>
<td>3.45</td>
<td>86</td>
<td>3.45</td>
<td>81</td>
</tr>
</tbody>
</table>

**Fig. 1.** Intermolecular potentials for the $B$, $C$ and $2g$ states for (a, top) $r = 2.675$ and (b, bottom) $r = 3.1 \text{ Å}$.

**Fig. 2.** NeBr$_2$ potential energy curves as a function of Br–Br internuclear distance calculated with the Ne atom fixed at (a, top) $R = 4.50 \text{ Å}$, $\gamma = 60^\circ$ and (b, bottom) $R = 3.75 \text{ Å}$, $\gamma = 60^\circ$.

**Fig. 3.** Top: Estimated diabatic $B/2g$ coupling as a function of intermolecular distance $R$ and angle $\gamma$. Bottom: Estimated diabatic $B/C$ coupling as a function of intermolecular distance $R$ and angle $\gamma$.
As $R$ decreases, the calculated coupling becomes smaller than that previously assumed.

It is also interesting to compare our \textit{ab initio} results to those of the DIM models that have been very useful for previous studies. Buchachenko and coworkers have reported \cite{28,29} intermolecular potentials and diabatic couplings for the $B$ and $2_g$ states of NeBr$_2$ based on accurate \textit{ab initio} calculations for the diatomic fragments \cite{30}. They predict similar intermolecular equilibrium distances and 10\% stronger binding energies compared to those presented here. However, the $B/2_g$ couplings predicted by the DIM model are much smaller (by a factor of 3–5) than the \textit{ab initio} results, especially for longer intermolecular distances. The couplings calculated with the DIM model vary somewhat more as a function of $\gamma$. It is clear that the DIM couplings would not be strong enough to account for the observed EP rates. We speculate that the couplings calculated by DIM are too weak due to the insufficient inclusion of spin–orbit effects. A more advanced DIM model was applied to the Rg-I$_2$ complexes \cite{10} and it would be interesting to test that model for NeBr$_2$.

The intermolecular potentials and couplings described above were used to perform wave packet dynamical calculations for NeBr$_2$. $B$ state vibrational levels $8 \leq \nu \leq 23$. The probability that the Br$_2$ remains in its initially populated $\nu$ level as a function of time for each level is illustrated in Fig. 4 for selected vibrational levels, along with a single exponential fit to the results for each level. Up to $\nu = 22$ the single exponential fits are quite robust, indicating simple first-order coupling between the initial state and the manifold of final states. Starting at $\nu = 23$, IVR dynamics sets in due to the closing of the $\Delta \nu = -1$ vibrational predissociation channel.

Fig. 5 shows the lifetimes versus Br$_2$ $B$ state vibrational level obtained from exponential decays such as displayed in Fig. 4. The previous experimental data \cite{31} and empirical fit results \cite{24} are also shown for comparison. Although the specific vibrational dependence varies between the three studies, the newly calculated lifetimes are in comparable agreement with the data as were the previous empirically fitted lifetimes. With the exception of $\nu = 11$, the EP modulation of lifetime versus vibrational level is somewhat larger for the \textit{ab initio} calculation than for the data. Both the new potential and the previous one predict that the EP process results in quite short lifetimes for $\nu = 8$ and 9. The calculations presented here extend the results up to $\nu = 23$, and an interesting increase in the lifetime is observed for that level. The fit in Fig. 4 shows that this state does not undergo exponential decay, and thus the lifetime is not rigorous. This issue has been discussed thoroughly in Ref. \cite{32}.

The EP branching ratios to the two possible electronic manifolds as a function of initial vibrational level are shown in Fig. 6. The contribution increases as the VP rate decreases, but for certain levels the EP rate is very small. In our previous study, we showed that this closely correlates with the Franck–Condon factor between the initial $B$ state Br$_2$ stretching wave function with the product translational functions on the $2_g$ potential. The increase in branching to the $2_g$ state for $\nu = 23$ could result from an anomalously slow VP rate for that level, but could also be due to the larger sampling of strong-coupling geometries due to IVR. The EP rate to the $C$ state has a smoother dependence on vibrational level, again as predicted by Franck–Condon overlap. The $C$ state branching ratio decreases for level for which coupling to the $2_g$ state is especially strong, especially for $\nu = 8$ and 9. Other than the Franck–Condon factors, the ratio of coupling to $2_g$ and $C$ is roughly consistent with the ratio of the coupling strengths presented in Fig. 3.

As previously discussed, this is the first case for which EP in a Rg-X$_2$ van der Waals dimer has been observed to be in competition with direct vibrational predissociation. It is very satisfying that the agreement between experiment and theory is excellent for this problem. We are especially satisfied that the \textit{ab initio} results presented here are in accord with both the empirical fit and with the data. This good agreement suggests that the poor agreement obtained in previous studies of NeCl$_2$, ArCl$_2$ and ArI$_2$ is mainly due to the hypersensitivity of the IVR rate to the minute details of the assumed potential. IVR depends on “coincidental” resonances between the initially populated van der Waals mode and high van der Waals levels of the halogen $\nu’ - 1$ stretching mode, so the potential surface would need to be very precisely determined to obtain the correct IVR rate. Now that we know that the electronic coupling can be reasonably well calculated, this gives us hope that the complete problem might be “solvable” for the competition between electronic coupling and IVR.

Fig. 4. Square of the autocorrelation function or initial state population as a function of time for some selected $\nu$ points and analytical fits (solid lines) to $e^{-t/\tau}$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Lifetimes as a function of initial vibrational excitation of Br$_2$ obtained for (a) the \textit{ab initio} based PES’s of this work, (b) the semi-empirical PES’s of Ref. [24], (c) the experimental values of Ref. [31].

Fig. 6. Branching ratio for the $2_g$ and $C$ electronic states as a function of initial vibrational excitation of Br$_2$ obtained with the \textit{ab initio} based PES’s of this work.
For NeBr$_2$, several follow on experiments would be very useful. First, experimental studies of both the lower and higher vibrational levels would add significant insight. Studies of $\nu = 7, 8$ and $9$ would help confirm the conclusions we have reached in the present study. Unfortunately, such experiments are quite difficult due to small Franck Condon factors for the excitation transition, especially since we are using Br$_2$ product detection as our main signal. Detection of Br atom products would help alleviate this problem. Detection of atomic products for the higher vibrational levels would also be extremely useful since the lifetimes for these levels are in the range of the pulse length of our current laser system. A somewhat faster laser would also be useful in this regard. Accurate branching ratio measurements for the high vibrational levels of NeBr$_2$ would also be very useful for observing the effect of IVR on the electronic dynamics. Previously we have speculated that the EP rate should dramatically increase with IVR since geometries for which the coupling is strong are more heavily weighted once resonances with high van der Waals vibrational modes are important.

The excellent agreement obtained here also suggests that a theoretical study of ArBr$_2$ would be quite interesting. The experimental data for this molecule suggests that the EP rates are higher than the VP rates for most levels, but this makes it difficult to estimate the branching ratios for any level because there is no level for which VP clearly predominates and can be used to scale the results. On the other hand the $ab\ initio$ calculations for ArBr$_2$ would be of similar difficulty to those presented here if only the valence electrons are included in the correlated calculations, thus making its computational treatment amenable.

The work presented here should also provide a motivation to reexamine both Rg-Br$_2$ and Rg-Cl$_2$ dimers. As shown in Fig. 7 the regions of the curve crossing for Cl$_2$, Br$_2$ and I$_2$ are quite different due to the different values of the spin–orbit coupling. For Cl$_2$, the crossings start 2/3 of the way up the well, at nearly 1 Å Cl–Cl stretching amplitudes. This gives rise to the phenomenon, for instance, that for ArCl$_2$ $\nu' = 12$ VP still dominates the dynamics whereas for higher vibrational levels VP can not be observed because EP dominates. For NeCl$_2$ and HeCl$_2$, the onset of EP dynamics with increasing vibrational level appears to be quite sharp from the available data, but this is not consistent with the theory, especially for NeCl$_2$. Better data, especially product atom detection, would be extremely useful for the Rg-Cl$_2$ dimers. Similarly, extending the data to lower vibrational levels for the Rg-Br$_2$ dimers would also be very interesting since the curve crossings in this case are much lower in the potential, and vary much more with the identity of the crossing curve. For instance, the curve crossing for the $C$ state is 250 cm$^{-1}$ lower in energy and for 0.3 Å shorter bond lengths than that of the $2_g$ state. Therefore we would expect the $C$ state to dominate the EP branching ratios for the lower vibrational levels.

Of course, the most heavily studied example of the competition between VP and EP is for the ArI$_2$ molecule, yet there is still poor agreement between experiment and theory. The results of this study suggest that the calculation of the EP rate in this case may be reasonably accurate, and that the poor comparison between experiment and theory is mostly due to the lack of quantitative results for IVR-VP, for reasons discussed above. As shown in Fig. 7, the curve crossings for the case of $I_2$ are near the equilibrium internuclear distance, and thus the energy level of the crossing is quite insensitive to the identity of the product state, and the $r$ value varies significantly. Again detection of the atomic products for these dimer would add significant new insight. Detection of atomic products for NeI$_2$ and HeI$_2$ would also be very interesting. It may be that the possible role of EP for these dimers have been neglected for the simple reason the VP signals are so strong that it EP did not need to be invoked to explain weak signals. The ArI$_2$ results suggest that the EP rate does not vary so much with vibrational level that an oscillation, such as observed here, would reveal the importance of an EP channel.

Finally, we note that higher n Rg-P–X$_2$ cluster experiments have been analyzed while mostly ignoring the possibility of the EP channel. [33] The detailed understanding of the case of NeBr$_2$, presented here, suggests that Ne$_2$Br$_2$ would be an especially interesting example for further study. In this case, the competition between the various VP channels has been more completely characterized than for any analogous cluster. However, the role of EP has yet to be explored. Such experiments will be quite complex, but the results would be fascinating.

6. Conclusions

We have presented an $ab\ initio$ study of the Ne–Br$_2$ potential energy surfaces and the non-adiabatic couplings between the valence excited electronic states. The calculations show that the intermolecular potentials of the $B$, $C$ and $2_g$ states have similar intermolecular equilibrium distances and binding energies, as assumed in our previous model study [24], but quantitative differences exist, most notably a larger binding energy for the $2_g$ state. These $ab\ initio$ results were used to obtain 3-D approximate potentials for each electronic state, and these potentials were used in a wave packet calculation of the competing EP and VP dynamics. The results of this calculation are in excellent agreement with both experimental results [31] and a previous empirical fit [24] to the experiments. The ability of $ab\ initio$ coupling surfaces to so accurately reproduce experimental data raises the hope of a complete understanding of the VP and EP dynamics for each of the Rg – X$_2$ dimers.

The present study suggests that a key element to understand the competition between EP, VP and IWR in the Rg – X$_2$ systems is the relative location of the crossing points between the three states involved and their drastic variation in the halogen series. In this sense prevailing discrepancies between theory and experiment for other related Rg – X$_2$ systems are most likely due to the subtle dependence of IWR dynamics on the properties of the potential energy surface. On the other hand, the present work suggests the need to perform additional experimental measurements, in
particular, we predict that for $v = 8.9$ EP will again dominate the decay dynamics. In the case of the higher $n$ $R_g$-$X_2$ clusters the importance of the EP processes is unknown. Thus, much work still remains to be done on these fascinating systems.
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